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PREFACE

The Southern African Institute for Industrial Engineering’s (SAIIE) annual
conference has become a popular choice for industry, academics and
researchers in Industrial Engineering and related disciplines. | am excited
and honoured to be the editor again for this proceedings.

This year’s editorial process was administrated by a very capable
individual: Stephan Snyman, a postgraduate student from Stellenbosch
University, who acted as track director and technical editor. Thank you for
your professional hard work to put the proceedings together and making
the editorial process so effortless!

For this conference, prospective speakers were offered the following

submission options:

e Presentations submitted for the “Industry Presentations” or “Academic Presentation
only” track were approved on submission of the abstract only, checking for suitability.

e Submissions for the “Academic Papers” track were provisionally approved on the basis
of an abstract, where-after the authors were invited to submit a full-length academic
paper, which was reviewed by a double-blind peer review refereeing process, described
below.

204 submissions were received of which 90 peer-reviewed papers made it through the
review process, with another 4 non-peer-reviewed submissions, and 4 keynotes.

The review process was managed through an on-line conference system, allowing referees to
provide on-line feedback, and to ensure that a record exists for all editorial decisions taken
during the process. Papers were allocated at least two reviewers, often teaming up an
experienced academic, with a less experienced author, so as to follow a true peer-review
process and also to serve as a learning experience for the less experienced reviewer, without
sacrificing the credibility of the peer review process.

Only papers that passed the peer reviewed process are published in the conference proceedings.
In addition, each reviewer’s feedback was considered, and a rating calculated. The papers with
the best ratings (and also after checking for suitability) were selected for the special edition of
the South African Journal for Industrial Engineering. 19 Papers were selected for the special
edition, and as a consequence, withdrawn from the Proceedings.

This conference has therefore three outputs:

e The printed Conference Programme includes an abstract of each Peer Reviewed paper,
as well as all the other non-peer-reviewed submissions (Presentations, Tutorials, and
Invited Presentations), to enable the delegates to plan which sessions to attend.

e The Conference Proceedings (this document) is an electronic document distributed to
all delegates, and contains full-length papers that were submitted, reviewed and
approved for the Peer Reviewed Tracks. Its purpose is to give full access to the complete
conference material for many years after the conference is over. The proceedings are
also available on-line, on a conference website hosted and archived by Stellenbosch
University, to ensure that it remains accessible and indexed by scholarly search engines.

e The Special Edition of the South African Journal of Industrial Engineering that will
appear in early November, honouring the best work submitted to this conference. The
Special Edition also contains submissions from other related conferences.

We trust that you will enjoy the 29" Annual SAIIE Conference, and that this publication will
serve as a first step for exposing the work of our authors to the world!

Prof Corné Schutte
Editor
October 2018
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ABSTRACT

SADC region has been ravaged, for decades by severe man-made and natural disasters killing over 120 thousand
people while affecting millions other. Disaster relief chains represent, among many others, the biggest challenge
for humanitarian agencies in the region. This paper intends to present the outcome of a survey developed,
targeting disaster management agencies operating in SADC. The detailed analysis associated with a
transportation problem approach assisted the research investigates the region disaster relief chains readiness.
The survey focused on the supply chain planning, the transportation modes decision approach, the natural of
relief’s supports as well as the coordination between relief agencies. The outcome showcased the region lacks
and potentials in disaster emergency response and lives saving operations.
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1. INTRODUCTION

‘The challenge for relief agencies responding to global emergencies such as volcanic eruptions, earthquakes,
floods or wars is how to prepare and manage relief activities especially in an unpredictable environment’ [7] .
Although science has made significant advances in predicting disasters, without preparedness, any humanitarian
organization risks underachieving their goals.

Natural and man-made disasters are documented for causing loss of life and environmental damage throughout
SADC. According to the Centre of research on the Epidemiology of Disasters (CRED) [8], ‘earthquakes, floods,
landslides, and extreme weather conditions made 2010 the deadliest year for disaster in the past two decades.
Their report suggests that some 373 natural disasterskilled almost 300 thousand people in 2010, affecting nearly
207 million others, and costing nearly US$ 10 billion in economic losses’ ([17]; [9]).

Problems deriving from the disaster relief operations differ depending on various factors [4]. Among the key
factors are the type of disasters, the disaster impacts on the region, and location of the disaster, or
infrastructure availabilities in the affected areas, etc. [14] claim a lack of coordination between organizations
that plan, design, construct, operate, maintain, and manage complex infrastructures and humanitarian
organizations. “Both, structure-based (hardware, structures, facilities) and human-based (institutions,
organizations, culture and language) infrastructures have the potential to disrupt a bigger part of the
humanitarian effort system when attacked or hit by a natural disaster” [2]. Although disaster relief chains
problems are documented by several studies conducted on the topic [4], insufficient available structures and
resources for supply chain management activities and techniques in many SADC countries have hindered
collective relief solutions (Bilal, 2010). For instance, logisticians in rescued organizations have to deal with
various types of difficult and complex tasks that produce delays and ultimately loss of lives and resources (Bilal,
2010). One such situation is the high risk and low reliability infrastructures that have a direct effects on
deliveries, while impacting human lives and health’ [16].

The survey conducted in this study aim at investigating SADC relief supply operations readiness, using
appropriate transportation mode, with suitable coordinationbetween relief agencies and their use of allrelevant
parties. The survey targeted relief organizations operating in the region. The paper will interpret the survey
responses, and then present detail outcomes. Questions are grouped into categories and the feedback from
each category of questions is balanced with the survey outcome and the peer reviewed data available in order
to identify the region readiness to each of the categories.

2. LITERATURE REVIEW

[28] defines disaster relief chains as ‘a process and a systeminvolved in mobilizing people, resources, skills and
knowledge to help vulnerable people affected by natural disasters and complex emergencies”. The function of
disaster relief chain embraces all range of activities, including preparedness, planning, procurement, transport,
warehousing, tracking and tracing, customs and clearance’ [28].

According to [7], regardless of the relief agencies operations, ‘each shares the common critical objective of
rapidly delivering the correct amount of goods, people and monetary resources to locations in need. However,
two pillars for supply chain and logistic are capable of directly affecting the success of a relief effort, those
pillars are availability of infrastructures and transportation.

After the Lisbon atrocity, Jean-Jacques Rousseau (Genevan philosopher, writer, and composer of the 18th
century) wrote in a letter to Voltaire in 1756 stating that natural disaster does not just happen, but is a result
to bad planning and lack of infrastructure (as cited by [12], from Masters and Kelly, 1990). [25] further stated
that high-income areas such as Europe, North America, or Japan are as highly exposed to natural disasters as
are low-income areas in Africa and Asia. While the effects of earthquakes and floods in low income areas are
often magnified, due to poor housing situations, roads, insufficient hospitals or inadequate construction
requirements [21]. A real economical breakthrough is unlikely to the achieved until significant investments on
infrastructure are made, allowing the region to effectively implement the low cost disaster relief plans.

Transportation is considered the comerstone of the last mile distribution [4], 2008) and the second largest
overhead cost to humanitarian organization after personnel [32], [11]. Relief transportation is defined as the
movement of goods from origins to destinations using one or more transportation modes such as air, ocean, rail,
and road [6]. With both natural and man-made disasters being forecast to increase five-fold over the next 50
years [29], there is therefore need to develop an efficient and effective transportation system to assist rescue
operations. To access affected people rapidly and cost-effectively, humanitarian organization such as Fritz
Institute begun the initial steps of developing models that improve the efficiency and effectiveness of
humanitarian supply chains [24]. [19] first publish a transportation problem modeling a large amounts involving
many different commodities, such as food, clothing, medicine supplies, machinery and personnel.

[15] then argued above the need for transportation and infrastructure, the need for a prepositioned are for
disaster supply chain rather than dealing with logistical response. For such argument to benefit the SADC region,
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[33] dealing the importance of collaboration between humanitarian organizations and disaster operation parties
in order to alleviate the administrative and logistical bottlenecks. Coordination enhances disaster relief chains
capacity especially during the delivery and distribution of relief cargoes to the needy in conflict zones [33].

3. RESEARCH METHODOLOGY

The research intends to incorporate the survey feedback; the peer reviews documentation as well as the
available declassified information on disaster agencies operating in the region. The survey was drafted with aim
of filling the existing information gaps in regards to the current relief organization operation in the region. Then,
the study opted for quantitative approach for obtaining a fist hand knowledge on the region disaster relief
decision making in the area of preparedness, dealing with infrastructure quality, dealing with available
transportation system, transportation modes decision, criteria used in transportation modes selection, etc. As
stated by [5], additional information in humanitarian efforts are usefulin order to design of an optimal routing
plan for first aid material, food, equipment, and rescue personnel from supply points to a large number of
destination nodes from geographically scattered areas.

3.1. Target Population

The study has targeted all relief organization with representative operating in the region. SADC region
constitutes of 15 countries with the population surrounding 300 million people [23] in which nearly half (144
million) has been affected by natural disaster and 120 thousands by man-made disaster between1980-2016.
According to the UN-Habitat publication of cities highly vulnerable to man-made and natural disasters [31],
disasters accounted for over US$667 billion in material loss between 1995 and 2005.

Three population’s types are targeted in the survey namely: Governmental Organizations, Non-Governmental
Organizations and Intergovernmental Organizations. All three population groups are represented by belonging
disasters agencies and related entities responsible for it data collection from the SADC countries.

3.2. Data Analysis
3.2.1. Disaster Relief Chains framework

Disaster relief chains involve different but equally vital stages and simultaneous activities. Figure 1 shows the
relationship of each of those activities and the relief process from the supplier to destination (consumer). The
framework below also illustrates the SADC process this research is intending to investigate and recommend an
improvement.

Destination
supplier Delivery
Food Delivery
Non-Governmental ) i -
National Funding of operation
Disaster
Governmental Org Management Material supply
Agency Medical l
International Org (NDMA) edica’ suppy
A Training of personnel
Request for Support Delivery Requests

Figure 1: Disaster Relief Chains framework
3.2.2. Analysis of the questionnaire

The research questions are utilised as a primary source of data collection, databases from investigated relief
organizations and reviewed literatures served the research for clarification, validation, investigation and
elicitation.

Four categories of questions are used in this study and each of the categories intends to determine the impacts

disaster relief chains have on the overhaul readiness and people livelihoods. Figure 2 illustrate s the sequence of
questioning used from category A to D.
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planning «Transportation be:tween sReliefs
modes disaster supports

organization nature

Figure 2: categories of questions

Category A: questions from this category aim at bringing clarity on the type of supplies, available facilities for
delivery of reliefs. Questions from this category also deal with systems to be implemented to facilitate the
existing processes.

Category B: This category looks at the humanitarian relief chain current decision making practices on
transportation modes, and investigates ways of improvement.

Category C: This category intends to investigate the cooperation and coordination betweendisaster organization
and other relevant entities.

Category D: This category of questions tends to illicit all factors needed for an effective and safe humanitarian
transportation activity.

3.2.2.1. Sample Analysis

In total, 60 questionnaires were despatched, 48 were retured (80% response rate). The data collected from the
survey responses were analysed using with SPSS version 21.0. The results present the descriptive statistics in the
form of graphs, cross tabulations and other figures for the quantitative data that was collected.

Reliability is computed by taking several measurements on the same subjects. A reliability coefficient of 0.70
or higher is generally considered as “acceptable”. The research reliability score exceeds the recommended value
of 0.700. This indicates a high (overall) degree of “acceptable”, consistent scoring for question of the research.

3.3. Transportation Problems

On top of the statistical analysis described above, the study reviews asuitable transportation problem. According
to [34], transportation problems require the determination of a minimum cost transportation plan for a single
commodity from a number of sources to a number of destinations. [22] expressed the transportation problemin
mathematical language. The mathematical language of the transportation problemis as follows:

minz, = Zﬁlz}llei"inj,q =12 (1)
Subject to:

Z}l:lX” = ai,i = 1,2,3,4’,5,6,7,...,7”. (2)
Z?:llXij =b;, j=1234567,..,n (3)
Xij=20, Vi, j 4)

With C;;(t) as the unit cost of transportation from supply point m i(i=12,..,m) to demand point n
j(j = 1,2,...,,n) when the duration allowed for the transportation is t units and the destination g units. Now,
setting X;; to be the variable denoting the amount transported from supply point i to demand point j, let a; be
the availability at source points i and b; the demand at demand point j.

4. RESULTS

This section presents the results and discusses the findings from the survey and the reviewed of literature. The
feedback from the 48 returned questions (80% response rate) are first presented through summarised
percentages for the variables that constitute each category. Then further analyses are done for statistical
purposes. Each category responsesis summarised in a table, then a graphs analysis are followed.

4.1. Supply Chain Planning (Category A)

Table 1 summarizes the responses from category A questions.

4 3492-4



Table 1: Category A summarised responses

SAIIE29 Proceedings, 24t - 26™ of October 2018, Stellenbosch, South Africa © 2018 SAIIE

Organizational Supply Chain Supply Chain Supply Chain . .
roles Challenges Encounter Strategy Relief Quantity
«Funding «Safety «Poor condition of «smaller vehicles «Population living
Operations «Road Conditions Infrastructure «Prepositing in the area
«Transportation of «Long wait at the location «Transport as
Relief supplies bordergate much as possible

4.1.1. Organizational roles

Figure 3 is the feedback from the following question: “In what sections does your organization plays a
humanitarian role?” 45% of respondent’s answers revealed that their activities involve the transportation of
relief supplies, 30% fund local agencies for operations. The recent episode of drought in SADC has shown the
importance of partners in assisting financially starved areas in the region. According to the Regional Situation
Update on the ELNifo-Induced Drought (2016), 74% of the required Regional Humanitarian Appeal of $2.9 billion
is yet to be raised as only $757 million has been raised by governments ($222m) and partners ($535m).

50.0
40.0 30.0
30.0
200 10.0 10.0
10.0 5.0
o0 R 1 _
Transportation of Transportation of Transportation of Other Funding the
victims Volunteers relief supplies operation

W Percentage

Figure 3: Organizational role during disaster relief operation

4.1.2. Supply Chain challenges

Figure 4 is the feedback from the enquiry on the “Challenges faced by humanitarian organizations during supply
chain.” Among the 48 respondents, 25 % sees safety of the supplies to destinations as the main concern during
a humanitarian supply chain especially in the aftermath of an earthquake, flood or a cyclone. While another 25%
consider instead the road condition as the biggest challenge especially during last mile distributions. Although
roads in SADC are generally in good condition, infrastructures are often affected during violent natural disaster
such as volcanoes or earthquakes.

Anotherrelevant aspect of humanitarian organizations revealed in this enquiry is the importance of “cost” during
transportation in the region. Although transportation costs in SADC are cheaper than in other African region
(with air transportation costing between US$ 4000 and USS$ 6000, road transportation between USS 120 and US$
280 and train between US$100 and US320), it remains high in comparison to the world standard. Transportation
costsin the SADC are hugely affected by the delays at border crossings, weighbridges, ports, and lengthy custons
processes. Simulation done in the SADC led to the suggestion that reduction on the border delays could reduce
transport costs to over US$ 200 a day per trip, which represent a loss of USS 120 million per year in the region,
given the current traffic volumes.
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safety I  25.0
Road condition M 25.0
cost M 20.0
Other M 12,5
Delivery time M 12,5
Available routing T 5.0
Personnel to ensure the delivery 1 0.0
Capacity of the relief to be transported / 0.0
Available transportation modes |/ 0.0

Percent 0.0 5.0 10.0 15.0 20.0 25.0
Figure 4: Supply Chain challenges

4.1.3. Supply Chain Encounter

Figure 5 is the feedback from the following question: “What type of difficulties that disaster organization
encounters during the supply of the relief?” From this question responses, as many as 40 % sees poor condition
of infrastructures the main difficulty affecting the supply of reliefs. Except South Africa and few other SADC
countries, the region has struggled with deteriorating railways, connecting roads, also limited airports access to
affected zones. Many regional countries also suffer from lack or poor health care facilities which force
organization to transfer critical victims to the nearest medical facilities. Although in the last decades the region
has seen large investment into infrastructures, significant work is still needed to close the gap with developed
countries.

Another supply chain difficulty raised from the responses is the long wait at the border gate. Close look at two
active bordersin SADC namely Beit Bridge (a Border between South Africaand Zimbabwe) and Chirundu (aborder
post between Zambia and Zimbabwe), Beit Bridge handles as many as 500 trucks a day; delays for northbound
traffic are 34 hours and for southbound traffic 11 hours [10] . Estimation for Chirundu border indicates that it
takes northbound traffic approximately 39 hours to cross the border and Southbound traffic 14 hours. According
to [10], “the northbound delays are significantly more than the southbound delays at the Chirundu border
because the Zambian Revenue Authority takes on average 17.4 hours to process documents and inspect loads.
Idle time for northbound loads is approximately 10.9 hours per trip due to delays in documents handling upon
truck arrival, border clearance, and driving”.

Poor condition of Infrastructures I 40.0
Unstructured mapping systern [ 10.0
0Old and badly maintained transportation modes S 5.0
Long wait at the border A 20.0
Insufficient filling station Y 10.0
Security of the relief T 10.0

Unstructured mapping system # 0.0
Other A s.0

Percent 0.0 5.0 10.0 150 200 250 300 350 400

Figure 5: Supply Chain Encounter

4.1.4. Supply Chain Strategy

Figure 7 is the feedback from the following question: “What strategy do you use to ensure that reliefs are
supplied quicker and cost effectively?” Respondent’s answer show that 40% rely on smaller vehicles such as (4x4
or mini buses) instead of trucks as strategy to supply quickly to needy areas especially in last miles distribution.
4x4 offers the organizers practical advantages due to its flexibility especially manoeuvring around poor road
conditions. Although with 4x4, more trip are needed in order for the supply chain objectives to be achieved.
30% believes preposition reliefs to strategic locations ensure that goods are available immediately when need
arise.
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Relief are storein
every strategicsitein
the region, 30.0

Other, 20.0

. Make use of different
¥ transportation modes
such as Helicopters,
etc., 10.0

Use smaller vehicles -
instead of trucks,40.0

Figure 6: Supply chain strategy

4.1.5. Relief Quantity Estimation

Figure 7 is the feedback fromthe following question: “During adisaster, how do you determine the total number
affected by disaster in relation to the number of reliefs?” From responses collected, 30% of respondents
determine the total affected numbers by estimating the population size of the affected zones. 27 % of
respondents prefer transporting available quantity. Only 18 % investigates first with accuracy the number of
victims, then send the relief accordingly. 25 % of organization that found this question no applicable represents
to their operations. Their mission could instead be financing or coordinating operations.

1 Accuracy of
4 Transport as much Victims - 18%

quantity - 27%

2 Estimation of the
Population - 30%
3 Not applicable -
25%

Figure 7: Relief Quantity Estimation
4.2. Transportation Modes (Category B)
The Table below (Table 2) summarizes the responses from category B questions.

Table 2: Category B summarised responses

Change of Choice of . . .
. . Transportation of Transportation Transportation of
Transportation Transportation
Modes modes Volunteers/staffs modes used Evacuees
oYes «Trucks oYes 44 or 4x2 +Buses
+Helicopters Vehicles «Military Vehicles
+Mini Buses

4.2.1. Change of transportation modes

Figure 8 is the feedback from the following question: “During an entire trip, do you ever transfer the supplies
from one to another (e.g. Ship to box truck, train to truck, etc.)?” According to the Graph 4.6, most disaster
organizations change two or more transportation modes during the transportation of foods, materials,
construction equipment or other from point origins to destinations. For SADC island (Madagascar, Seychelles and
Mauritius), it is logistically necessary to use at least two modes of transportations in order to reach the affected
zones from other SADC countries. Similarly, landlocked countries need either to use the air transportation from
the country airport or utilize the closest ports to the affected zones. Trucks, Mini buses, Vehicles, or helicopters
are often used for last miles distribution while train, cargo airplanes as well as cargo ships are usually needed
for intermodal transportation.
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80.0
60.0
40.0

20.0

0.0
No Yes

Figure 8: Change of transportation modes

4.2.2. Choice of transportation modes

Figure 9 shows the feedback from the following: “When delivering supplies, how often does your organization
use each of the following transportation modes?” According to the feedback received, the most common mode
of transportation in SADC is trucks (62.5%). According to [27], the Southern African Corridors has the highest
volume per kilometre of goods than other regions on the African Continent. Findings from the World Bank Africa
region Sustainable Development Unit confirm that the road freight tariff is at 5 cents per tonne -kmin SADC, the
lowest on the continent; goods however, move faster in SADC than any other areas in the continent due to its
effective velocity of 18.6 kilometres per hour. From Durban to Lusaka for instance, the price and performance
levels approach thoseof developed countries.Othertransportation modes mentioned include Helicopters (37.0%)
and Buses (37.5%) victims and personnel’s.

80.0 -
62.5
i

60.0 M Trucks
= 37.0-375 M Helicopters
c
o 400 - 30
g 20 272 20 250250250 " BUSES
o 15 - B Mini Buses

20.0 - 12.5

5.0 7.5 5
00 T T T T Ll
Never Once a while Always Only if needed Other

Figure 9: Choice of transportation modes
4.2.3. Transportation of Volunteers/staffs
Figure 10 shows the feedback from the following: “Does your organization transport volunteers/staff to the

affected areas?” More humanitarian organizations in the region transport volunteers/staffs to and from the
affected areas.

Figure 10: Transportation of Volunteers

4.2.4. Transportation modes decisions

Figure 11 shows the feedback from the following: “When transporting volunteers/staffs to the affected areas,
what transportation modes do you organizations use?” For transporting volunteers/staffs to the affected areas
in the regions, the majority of disaster organizations use 4x4 or 4x2 vehicles due to their flexibility and
accessibility even in the poorly maintain roads. Mini buses and buses are used on accessible roads.

8 3492-8



‘.

Ax4 or 4x2 vehicles

Military vehicles

Mini Buses T 18.0
Buses ] 11.0

Boat ! 0.0
Train 1 0.0

Helicopter A 5.0
Air plane I 10.0

Truck 1 0.0
Other 1 0.0

Percent 0.0

10.0 20.0 30.0 40.0

Figure 11: Transportation modes decisions

4.2.5. Transportation modes for Evacuees
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Figure 12 shows the feedback from the following question: “When evacuating people out of the affected areas,
what transportation modes do you utilize often?” The majority of respondents use the mini buses option for the
evacuation of people out of the affected areas followed by military vehicles and helicopters. Depending on road
condition and on the type of disasters, military vehicles and helicopters were selected as necessary in order to
maximise lifesaving.

50

40

30

20

5 5
el 0 = S 0 0 0
0 = =
Truck Buses Mini Buses Air Plane Helicopter 4x4 or 4x2 Military Train Boat Other(s)
Vehicles Vehicles
Figure 12: Transportation modes for Evacuees
4.3. Cooperation between Relief Organizations (Category C)
The Table below (Table 3) summarizes the responses from category C questions.
Table 3: Category C summarised responses
Type of Organization Sharing of Loads
+«Non-Governmental Organization +«Never
«International Organization «Only if needed

+«Governmental organization

4.3.1. Organization involved

Figure13 shows the feedback from the following question: “What kind of organization would you classify your
organization to be?” 56% of organizationsinvolve in this study are non-governmental organization (56%), followed
by 31% of Governmental agencies (31%) and International Organization representing 13%.
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Type of Organizations

Governmental

[ Organizations Non-Governmental m Non-Governmental Organization
31% Organizations

; m International Organization

1 2 56%
International

Organizations

13%

Governmental Organization

Figure13: Type of Organizations
4.3.2. Sharing of Loads

Figure 14 shows the feedback from the following question: “How often does your organization share loads when
cooperating with other organizations during the transportation of reliefs?” The majority humanitarian
organizations never share load with other organizations during the transportation of reliefs. While a small portion
only share load if it is needed. Among participants, 20 % do not consider this question as relevant to their
activities, 30 % of the participants had no information to share. Nevertheless, 50 % suggest the importance of
policies to encourage disaster organizations coordinate their efforts in order to maximize the delivery of re lief
and save lives. According to [21], collaboration brings both benefits and numerous challenges to organizations.
The authors suggest developing an effectiveness paradigm that focuses on value creation, knowledge sharing
and collaboration. Instead of competing for donors, improving relationships enables humanitarian organizations
manage complexities and ambiguities, favouring dialogue, coordination and learning [21]. For [3]; [18],
coordination resolves the geographical dispersion and the insufficient or inaccurate communication between the
field and the head offices of most agencies, also between different stakeholders. Sharing loads could help
organizations avoid exceeding their authorities and act in a controlling or domineering manner [13]. For
functionally structured and decentralized aids organizations, a formal networks need to be create in order to
improve their regional responses [20]. Finally, sharing loads raise the urgency to a structured logistical resource
allocations instead of organization headquarters being more concerned with relationships with donors [8].

m Never m Onlyifneeded m Other

Figure14: Sharing of Loads.
4.4, Relief support nature (Category D)

The Table below (Table 4) summarizes the responses from category D questions.
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Table 4: Category C summarised responses

Assistance offers Decision making factors VOE;T::E,?{ affs Typ:rﬁaltdr:icrlﬁng
. F°°d5_ «Cost «Distribution of reliefs «Inventory control
*Materials eInfrastructure «Inventory control «Evacuation of Victims

4.4.1. Assistance offers to affected communities

Figure 15 shows the feedback from the following questions: “What type of help that your organization offers?”
The majority of targeted disaster organizations offer foods to the victims (35 %), 23 % of the respondents offer
materials such as tents, clothing’s, blankets, plates, etc., while 17% prefer offering financial assistance to local
communities in the aftermath of a disaster. A good number of those organizations offer training to volunteers,
personnel and officials or logistical supports.

Food Equipment

Material

Training of personnel & officials
Reconstruction

Financial

Logistical 5.0
Medical 0.0

PERCENT 0.0 5.0 10.0 15.0 20.0 25.0 30.0

Figure15: Assistance offers to affected communities

4.4.2. Decision making factors

Figure 16 shows the feedback from the following question: “In transferring supplies from one destination to
another, what factors are generally included in your decisions?” Cost is the major decision factor for disaster
organizations during the transfer of relief from one destination to another (25%). Although SADC transportation
modes and infrastructures are generally in good condition, it is up to the decision makers to opt for either the
cost effective transportation modes with increased delivery time or the one that minimize the time while using
the fastest way to reach destination. Another cost factor worth more emphasis is the border crossing cost.
Although already stated at point 4.1.3, the journey from Lusaka to Durban takes over eight days to complete,
with almost four days spent at border crossings. The cost of delays for an eight-axle interlink truck has been
estimated to be around USS 300 per day; given traffic volumes, this representsa loss of more than US$ 50 million
annually’ ([26]; [10] ; [1]). Another decision making factors include security, infrastructures (Hospital, road,
communication, railways, Airways, Buildings, etc.) and distance are also important factors in decision making
during humanitarian operations.

Cost [ T T T T ) 5.0
Infrastructure r T 15.0
Relief Capacity [ZZZZZ LT EE A, TP ] 10.0

Long wait at Border gate L
Other 5.0
Urgency of the Supply (Time) 5.0

Poor Condition of transportation mode § 0.0

Percaiit 0.0 5.0 10.0 15.0 20.0 25.0
Figure 16: Decisions making factors

4.4.3. Training of staff and volunteers

Figure 17 shows the feedback from the following: “Does your organization train volunteers/staff to the disaster
prevention and response?” Half of the organizations in the region trained the volunteers for disaster preventions
and responses. Communities around SADC are often not prepared to respond effectively to disaster cases. [30]
conducted asurvey determining the logistic skill level for humanitarian aid organizations, the feedback revealed
that the majority of about 300 logisticians surveyed indicated that they typically get their education and training
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on the job by co-workers. The inexperienced and unskilled logisticians in the field represent a threat to an
effective disaster response.

Yes; 50% No; 50%

Figure 17: Training of Volunteers/staff
4.4.4. Type of Training Provided

Figure 18 shows the feedback from the enquiry about the “Type of training provided”. Most aid organizations
view evacuation of victims as the main training priority during a humanitarian disaster. This is followed by the
distribution of reliefs (medical supply, foods, equipment, etc.) to affected population.

Other (please specify) - 5.0
Distribution of reliefs
Security of inventory - 5.0

Inventory Control _ 20.0
Evacuation of victims _ 0.0

0.0 5.0 10.0 15.0 20.0 25.0 30.0 35.0 40.0
Percent

30.0

Figure 18: Type of Training provided
4. CONCLUSION

With the growing threat of natural and man-made disasters, it is imperative for disaster organizations operating
the region to continually share their knowledge and experiencesin order to be more effective in their
humanitarian operation quests. This study exposed the existing gaps in SADC disaster relief chain operation and
offered agencies key decision making options. To investigate the current humanitarian regional affairs, a survey
was developed, the questionnaires was divided into four categories of questions (enquiries). And the responses
highlighted critical issues affecting the current disaster relief chains situation in the region.

Among the research findings, an overwhelming number of respondents agreed that disaster agencies in SADC
needs an ongoing operation and information coordination mechanismto alleviate the cost, the time as well as
the needed resources to saves lives. There is also an urgent need to resume or perhaps accelerate investment
into infrastructure in the region. Such development not only improves the region connectivity and livelihood but
also reduces the time and the cost of disaster operations. A strategic investment into infrastructure and
communication will not only boast the region economy but also minimize the disaster costs.
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ABSTRACT

An industrial company has embarked on an expansion project to create more capacity to meet the growing
demand for one of its high-end product ranges. The final step in the production process constitutes of
solidification, packaging, local storage and distribution. A stochastic simulation model in Arena Simulation
Software was developed to represent the packaging activities, transportation between intermediate storage
facilities and the product outbound supply chain. The aim of this study is to analyse the impact of the additional
production volumes on the high-end product range packaging facility and the outbound supply chain capabilities
and constraints. The study determined the required fleet and staging capacity at the production facility. A
compelling business case is justified to expand the staging capacity as it holds significant opportunity cost.

*Corresponding author
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1. INTRODUCTION

The company has invested in a production expansion project to create more capacity to meet the growing
demand for one of its high-end product ranges. The production expansion project is in its final stages, and a
new/expansion plant is expectedto come online in the coming months. With the increased production, it is
required to determine capacity capabilities in the downstream distribution of the increased volumes.

The objective is to evaluate the packaging and solidification throughput capacity by means of a stochastic
simulation. The simulation model will take into account possible bottlenecks, buffer staging capacities and
transport requirements due to increased production volumes.

The objectives for the model are:

. Determine the impact of the additional volumes on the outbound supply chain;

. Identify plant staging capacity constraints;

. Determine transportation requirements between the Production Facility and the Intermediate Storage
Facility.

The effectiveness of a production facility is imperative to the enterprise’s competiveness. Critical factors that
are taken into account that affect the efficiency of manufacturing systems and processes [1] are:
. Operational times;

. Buffer capacities;
. Setup times;
. Batch sizes.

Figure 1 depicts the operational and supply chain network that is modelled in the Arena Simulation Software
Package:

Production Factory Local distribution International shipment

Region V (Cross- Region T (Rail

. border deliveries) to Harbour)
Section A

(New Plant)
Warehouse X Warehouse Y

(Intermediate) (Final)
Section B Non-exports
(Existing Market

Plant)

Region U (Local delivery

and collection)

Figure 1: Operational and supply chain network

Supply chain simulation includes the behaviour of an integrated production and logistics network that represents
the complex interactions and characteristics of intra- and inter-facilities, resources and tangible entities. In
general, simulation is applied to study the stochastic variability and impact caused by [2]:

. End customer demand;

. Transportation modes;

. Packaging/container changes;
. Production schedules;

. Supply base changes.

With the newly commissioned plant, the simulation model analyses the effect of the additional product volumes
on the loading staging area’s capacity and outbound supply chain requirements.

2. LITERATURE REVIEW
Excellence in operationalexecution in the productionand logistics of an organisation’s supply chain is dependent
on the effective and timely translation of customer demand into material handling and control decisions across

the supply chain [2]. The challenge of translating these customer requirements and demands into material
control decisions is complicated by the factors [3] as set out in Figure 2:
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Figure 2: Challenges in ac hieving operational excellence

In order for products to be manufactured at the lowest possible cost and delivered in the shortest amount of
time to customers, supply chain operational planning is vital to determine how execution should be done.
Numerous organisations use a supply chain planning (SCP) tool whereby historical production data and supply
chain performance together with customer demand information are taken to create material and distribution
requirements planning (DRP) from an analytical perspective. Deterministic planning approachessuch as DRP and
material requirements planning (MRP) contain inherent limitations which are only manifested when it comes to
the implementation of these planning techniques [3]:

e Real life scenario experimentation is rarely cost-effective, often disruptive and in most cases impossible
(especially in large commercial supply chains)

e Accurate prediction of a dynamic and ever-developing system over time is nearly impossible.

¢ Incorporating random effects that occur is difficult to accommodate.

e Operational performance assessment is dependent on real historical information of the system. Influencing
parameters and variables cannot be changed, altered or adjusted.

These shortcomings can be addressed by discrete event simulation (DES). Banks et al. [2] emphasises that
simulation has been used for a long time to address issues relating to the management of the supply chain within
the factory boundaries - through verifying the effect of different system configurations on how execution should
be done. Grabau [4] raises the concern that averages kill. Banks et al. [2] note that this is a concern beyond the
factory boundaries. In contrast to the factory floor, there is great potential in supply chains for many industries
to optimise throughput and reduce lead times. Small changes in a supply chain where large quantities of stock
are involved may have a great impact in absolute terms.

Over time the development of high-performance and robust distributed simulation has enabled the undertaking
of concerns such as:

e Data shielding;

e Local maintenance;

e Scalability;

e Geographical distribution of supply chains.

2.1 Simulation Approaches

Implementation approaches for distributed supply chain simulations contingent on the issues to be tackled can
be applied. Figure 3 depicts the two different approaches.

Bottom-up Approach

Complex simulation models are
integrated with with one another to
develop high-fidelity simulations.

Top-down Approach

Developing simulation models from
scratch, with the addition of granular
layers over time.

Figure 3: Simulation approaches[2]
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Simulation models are particularly useful to understand the complex interactions between several components
within a supply chain. It is cautioned [2] that the models generally include an unsophisticated abstraction of the
associated planning process. Simulations are typically fed with material releases. However, in today’s pull driven
environment with high product demand variability as well as frequent phasing-in and out of new and old
products, it remains a challenge to generate these input releases. Therefore the process or system that the
simulation model represents is ultimately driven by customer demand scenarios, i.e. demand fulfilment
management.

Further, DES permits the assessment of a supply chain’s dynamic behaviour in a non-steady state [3]. Acommon
example is the breakdown of a critical resource in a process and how the system will recover after the incident.
DES is exceptionally beneficialin environments and industries that are subjected to the following characteristics,
as in the case of the industrial sector:

. The need for the optimisation of capacity utilisation and sequencing in productionis high and consequently
the flexibility of capacity adjustments and adaptions are low, usually due to the high capital cost associated
with these amendments.

. Organisations that produce in large quantities with many customers are subjected to great variability and
stochastic uncertainties across the whole supply chain.

. Numerous complex interdependencies between customers and suppliers allow for significant prospectiwe
optimisation and foster opportunities for collaborative performance, enhancement and improvement.

. Value added operations from labour are low.

. Value added operations from logistics are significant.

2.2 Decision Support in Dynamic Markets

Growing competition in the marketplace compels industrial corporations to continuously improve their business
performance in order to remain competitive and relevant [5]. Simulation and modelling technologies are gaining
acceptance in industrial industries to provide effective decision support [6].

Advanced experimentation techniques are required to test and analyse system cap abilities, especially in highly
capitalised industries where real system experimentation is too disruptive, costly and time consuming [7].
Experimental techniques, such as stochastic simulation models take into account the specific demand -
driven/pull production environments where operational planning is the result of an intricate balance between
frequently changing customer requirements and material flow within the production area at predetermined
times [8]. However, it remains a challenge to maintain and support the models in these fast changing business
environments [7].

Lendermann et al. [9] outlines that today’s demand driven and production pull-environments lead to high process
variability and frequent new product introductions. In the case of this study, the company’s Solidification Plant
experience high process variability due to the pull-driven market demand which causes frequent product change-
over and results in regular system flushing that severely impacts product losses.

Simulation based architectures for operational planning are developed for responding to production
discrepancies and disturbances. Ramakrishnana and Wysk [10] provide four advantages of simulation decision
support:

e The ability to predict future production behaviour, given the current state of operations.

e Improving the control logic of the production facility by analysing various scenarios.

e Capacity planners to effectively allocate resources by introducing resource scheduling constraints into the
simulation model to improve decision-making.

e Simulation offers schedulers and planners the ability to evaluate production strategies to increase
production throughput.

The importance of simulation models is evident in cases where there are many constraints and decision variables
with complex and non-linear interactions between them, as well as conflicting and multiple objectives [11].
These constraints, variables and objectives can only be sufficiently understood through a simulation analysis
[12, 13]. Longo [13] points out, in these contexts, one does not get a sound understanding of the system and its
intricacies through mathematical models alone. These models are usually restricted with multiple constraints
and assumptions of which the outcome does not represent reality and making the model inapplicable. Simulation
models permits [13, 14, 15]:

e Artificially real complex systems;
e Time compressed analysis;
e  Multiple performance measurements monitored; and
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e Delineated system’s behaviour.

Several studies [16, 17] claim that literature lacks studies, with its basis in real cases, where simulation models
are used to analyse the complex behaviour of systems in field services. Further, the presence of studies
investigating how simulation models can aide and support in the design of systems are limited, especially where
systems evolve over time and need to cope with expansion and global growth. In the aerospace industry [18]
there is a compelling need to assess whether field system delivery will comply with industry service level
agreements.

This study aims to contribute to literature to show how stochastic simulation can provide effective decision
support in an industrial production environment where efficiency assessment is challenging.

2.3  Synthesis

A top-down approach to simulation modelling is adopted to add granularity for the requested scenarios to be
tested. This approach further allows for the complexities of the process at each stage of the outbound supply
chain to be augmented. Key opportunities for stochastic simulation modelling lay within the company’s high -end
product range division as customer demand dictates regular transportation and packaging changes. Especially in
this study, the impact of adding additional infrastructure will be scrutinised by the simulation model.

The high-end product range division of the company clearly illustrates today’s demand driven and production
pull-environment which lead to high process variability. Stochastic simulation modelling has the ability to take
variability into account to aid and improve decision-making.

3. METHODOLOGY

A structured and rigorous method is followed whereby secondary quantitative data is sourced and statistically
analysed with discrete histogram probabilities to model variability. The Arena [20] based simulation model is
built, verified and validated, where after scenarios are tested and outcomes presented to enable improved
decision-making. Figure 4 illustrates the approached followed:

For mulate the Problem

Collect Information/Data and
Construct Assumptions
Document

Assumptions
Document
Valid?

No

Yes

Program the Model

Programmed Hz
Model Valid?

M

Yes

Design, Conduct and Analyse
Ex periments

Document and Brief
Simulation Results

Figure 4: Research Approach

The simulation model is used to modelthe throughputand provide recommendations to the plant’s staging buffer
capacity requirements as well as the transportation requirements for the ramped-up production rates. The
research will be done for two solidification and packaging plants: the old plant, which existed before the
expansion project, and the newly commissioned plant that exists after completion of the expansion project.
The model will include the total outbound supply chain of the combined production throughput of the old and
new plant. This includes intermediate storage facilities, product movement via road and rail, and final product
allocation (both local and export markets).
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For each source of randomness in the stochastic model, probability histograms or distributions were calculated.
Figure 5 illustrates the scope on a high-level and the factors that were taken into account in the stochastic

model:

Production Facility:

packaging activities

Disptach to
Inter mediate
War ehouse

Dispatch to Final
War ehouse and
other markets

Qispateh to.expert,
UIEWEY

*0Ud plant high-
level production
throughput per
product category
*Detail packaging
activitiesat new
plant per pack line:
*Small and bukk bag
production
*Product rejections

*Buffer capacities:
*Quality staging
*Loading staging
*Loading constraints:
*Product cool-down
period

*Loading and tarping
times

*Fleet turn-around
times between

*Selected
equipment
failures

operations

*Product rework
*Main packaging

production facility
and intermediate
storage facility
*Fleet capacity

*User decision releases
that determined the
quality grade of the
product based on the
Certificate of Analysis
formthe laboratory.
*Traveldelays

*Market demand:
*Localmarket

*Final Warehouse

*Dispatch from
Final Warehouse
to the export
market via the
harbour.

Figure 5: Scope andFactors accountfor in model

Data was collected from various sources for the different sections in the simulation model:

20

Section in Measure Data source ‘ Assumption ‘

model I LGEWSH

Pack lines Production rate (number of | Daily production  report | Probability
pallets per day) maintained by Production | distributions

personnel.

Pack lines Days of zero production | Daily production  report | Fixed

(percentage of days per year) | maintained by Production | percentage
personnel.

Pack lines Production design capacity | Equipment manual Assumption
(bags per hour)

Plant Plant availability Operating standards Assumption

Product Product weight (kg per bag) Operating standards Assumption

Palletising and | Buffer capacities (pallets per | Design layout Assumption

staging plant)

Palletising and | Product cool-off period (hours | Quality standards Assumption

staging per day)

Palletising and | Lifting operations and idling | Time study Probability

staging time (seconds) distributions

Palletising and | Facility layout (distances, | Visual inspection Assumption

staging product flow)

Palletising and | Conveyor belt speeds (meter | Operating standards Assumption

staging per minute)

Palletising and | Pallet rejection rates | Visual inspection Assumption

staging (percentage of pallets
rejected per day)

Palletising and | Mean time between equipment | Failure records MTBF

staging failures (days) calculation

Transportation | Truck capacity (pallets per | Operating standards Assumption
truck)

Transportation | Loading times (hours per day) | Operating standards Assumption

Transportation | Warehouse capacity (pallets | Design layout Assumption
per facility)
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Transportation | Travel times (min per meter). | Vehicle tracking data | Probability
Including turnaround, idling | collection system distributions
and inspection times.

Transportation | Number of deliveries per day Warehouse data reports Probability

distributions

The results were refined nu applying calculated factors to the probability distributions to account for the input
data discrepancies. In cases where the calculated probability distribution produced consistently higher or lower
values, factors were applied to the distributions to achieve a more representative result.

The model was run for a year period, as it was considered representative of all key events that the model need
to capture. Each run had 20 repetitions, equating to 10 minutes running time.

Productionthroughput and transport turnaround times were considered as top priority constraints and was tested
according to this priority setting.

5. BASE CASE VALIDATION

Verification allows confirming that the model behaves in the way it was intended to behave, whereas validation
determines whether the model is able to accurately reflect reality [19]. Verification is a detailed step in the
simulation study and is simulation software orientated. The main action in verification is debugging of the model;
verifying that the computerised model works correctly. The model was verified through:

Checking model logic;

Structured walk-through of the model logic with modelling expert;
Correcting syntax errors;

e Run-time errors corrected that manifested during program execution.

In consultation with asubject matter expert, a structured walk-throughof the modellogic and assumptions were
done. Animation was also used to verify the model’s execution. In addition, the model was executed by creating
and following a single entity (pallet) through the model to test model logic.

Conceptual validation was done by interacting with production and supply chain logistic managers on a regular
basis to ensure that the model represents the real world adequately. Operational validation was done by
comparing the average model output with the actual data. The delta column, in the next four tables, indicates
the percentage difference between the model average and the actual average. The company considered the
validation acceptable if the delta values were within a 5% range. Given the small delta between the model
results and the actual results, it can be concluded that the model is an accurate representation of reality.

Table 1 indicates the modelaverage vs. the actual data average for the small and bulk bag production and pallet

rejections per pack line at the new plant. It further indicates the production throughput of the old plant per
product category as well as the total production per plant and product rework.

Table 1: Base Case Validation — Production

Description Units Model Actual Delta
Average Average

Small bags created at new plant bags/day 5542 5537 0.1%
Number of small-bag pallets at pallets/day 153 158 -3.4%
new plant

Bulk bags created at new plant bags/day 97.9 97.7 0.2%
Rejected pallets derived from pallets/day 7.7 7.7 -0.5%
small bags at new plant

Number of pallets created at old pallets/day 280 273 2.6%
plant

Total production t/d 345 348 -0.8%
Old Plant t/d 180 175 2.7%
New Plant t/d 165 173 -4.3%

The average inventory statistic is showed in Table 2. The average staging buffers are well below its capacity of
284 pallets for the new plant and 460 pallets for the old plant. The intermediate warehouse’s average inventory
of 5127t is below its capacity of 7700t and the content of the quarantine buffer of 2002 pallets is below the
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capacity of 2500 pallets. It is expected that the average is to be lower than capacity. From Table 2, it is evident
that on average the inventory levels at the intermediate warehouse are near its capacity.

Table 2: Average inventory

Average Inventory Statistics

Old Plant Staging Buffer pallets 98
New Plant Staging Buffer pallets 92
Intermediate Warehouse tons 5127
Quarantine at Intermediate Warehouse pallets 2 002
Final Warehouse tons 4890

Table 3 indicates operational statistics of the number of trucks rotating between the intermediate warehouse
and the Production Facility. It also indicates the product tonnage received at the intermediate warehouse. With
total production of 345t/day sent to the intermediate warehouse, 344t/day is received. This indicates that there
is not a build-up of entities and the model logic is working.

Table 3: Operational Statistics

Description Unit Model Actual Delta
Average [ Average

Number of trucks per day between Truck/ 11.9 11.83 0%

intermediate warehouse and day

Production Facility

Total mass received at Intermediate t/d 344 348 1.0%

Warehouse

Intermediate Warehouse demand t/d 349 348 0.2%

Table 4 indicates the demand generated and fulfilled from the intermediate warehouse to the final warehouse.
The demand generated between the average model output and actual data is within a 5% range and the demand
fulfilment within 95% to 100%. The demand fulfilment indicates the percentage of the demand generated that
was fulfilled. For the export market, the demand generated from the Final Warehouse is on average 290t/d. On
average the Final Warehouse produces 280t/d. Demand fulfilment of the Final Warehouse is 96%.

Table 4: Final Warehouse demand generation and fulfilment

| Final warehouse export demand generated | t/d | 290 | 290 | 0%
Final Warehouse export demand fulfilled t/d | 280
Final Warehouse export demand fulfilment % 96%

Final Warehouse Non-export demand fulfilled t/d 4

Final Warehouse Non-export demand fulfilment % 99%

The credibility of the model was affirmed by the end-user having confidence in the model’s results. End-users
also confirmed that the discrete input histograms adequately represent the variability of the real system. No
statistical technique was employed to account for stochastic validation between the real and simulated system.
The end-users were comfortable that the observed and real values were close enough and that the model can
be used to simulate scenarios.

6. RESULTS

Simulation models are not optimisers, but are used to answer “what if” questions. The findings outline the
baseline and increased production capability, staging and storage capacity requirements as well as the
transportation need between the Production Facility and the intermediate warehouse.
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Table 5: ModelResults

Scenarios Production (t/d) Staging Fleet Inventory
Requirement Requirements Overrun at

(pallets) (number of | intermediate
trucks) warehouse

Base line 165 350 - 14% at 7700t
production 1.9% at 10400t
Rated 188 401 4 14.63% at 7700t
production 2% at 10400t
Maximum 220 500 5 15% at 7700t
sustained 2% at 10400t
production

7. CONCLUSION

The number of trucks rotating between the Production Facility and the intermediate warehouse has a limited
effect on clearing the daily production due to the product cool-down requirement period of 12 hours and that
pick-up loads are restricted to specific times (07:00-16:00).

For the increased volumes at the new plant, a buffer staging capacity of at least 401 pallets is required. A fleet
size of four trucks is required to clear the daily production. An additional truck (5% truck) is not necessary as it
would have no benefit in reducing the loading staging buffer size.

Therefore a fleet of eight trucks is required to clear the old and new plants’ daily production for the rated
productioncase. The maximum sustained productionof220t/d at the new plant requires aloading staging buffer
of 500 pallets with a fleet of five trucks. A total fleet requirement of nine trucks is required for the old and new
plants’ daily production to be cleared. To reduce the staging buffer to 451 pallets a 6™ truck for the new plant
is required.

The intermediate warehouse with a capacity of 10400 ton is recommended and should be able to manage the 2%
inventory overrun.

Should the staging buffer capacity of 284 pallets not increase to 500 pallets, the industrial company may need
to cut back production by 234 pallets per day which holds a significant revenue loss that presents a compelling
business case to pursue the expansion of the staging area at the new plant.
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ABSTRACT

With the expected disruption of industry 4.0 and the current challenges that SMEs face in South Africa, there is
an increasing threat that SMEs will lose any competitive advantage they currently have. This exploratory study
investigates how South African manufacturing SMEs can remain competitive during the fourth industrial
revolution. Data, in the form of current literature, was analysed using thematic content analysis. From the
analysis process, 8 emergent themes were used to organise the results of the study. Notable findings towards
generating competitive advantage included: the location of SMEs within clusters, collaboration with disruption
leaders, the sharing of outcomes across the value chain, the shift of business models towards a service and
software orientation, the use of data-driven insights to find and capture high margin markets and the increased
effectiveness of labour through technology use. The study also found that the use of the internet of things and
cloud computing can significantly reduce infrastructure requirements and promote a competitive advantage.
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1. INTRODUCTION

One of the key drivers of knowledge capital and economic prosperity in a country is manufacturing[1]. According
to Kaldor [2], an increase in manufacturing output leads to a direct overall increase in gross domestic product
and an increase in productivity from sectors outside of the manufacturing sector. Manufacturing is one of the
few sectors that exhibits this characteristic, where anet positive output leads to growth both within and outside
of the sector. It is, therefore, one of South Africa’s most important sectors for overall economic growth.

Small to medium enterprises (SMEs) contribute 40% of South Africa’s manufacturing gross domestic product
output [3]. SMEs are a vital component of the South African economy and provide alarge portion of South Africa’s
much-needed jobs [4]. SMEs in South Africa have traditionally operated in a challenging environment, facing
issues such as limited access to skills, funding and developed infrastructureaswell as crime and strict regulation
[3,4].

With the dawn of the next industrial revolution (Industry 4.0), manufacturing as a whole is expected to undergo
significant change. Industry 4.0 differentiates itself from the third industrial revolution by having technology
link operations and make localised decisions through the internet. This will enable “intelligence” to be built into
operations with production items such as machines making decisions [5]. Industry 4.0 is linked to technologies
and conceptssuch as cloud computing, artificial intelligence, 3D printing, cyber-physical systems and smart
factories [6]. Through industry 4.0, manufacturing processes and resource allocations will significantly change
giving manufacturing SMEs the opportunity to develop and provide downstream services [6,7].

With the expected change and disruption that industry 4.0 will bring, along with the challenges that SMEs face
in South Africa, there exists a very real threat for the small to medium manufacturing sector in South Africa. It
is therefore important to understand how industry 4.0 will affect manufacturing SMEs and what can be done to
retain or grow their competitive advantage. This study explored how South African manufacturing SMEs can
remain competitive during the fourth industrial revolution. This was achieved by investigating possible sources
of competitive advantage during the fourth industrial revolution and determining the actions and means by
which manufacturing SMEs can generate competitive advantage during the fourth industrial revolution. A
framework for decision-makers in SMEs was finally developed that will assist the creation of competitive
advantage during the fourth industrial revolution.

2, LITERATURE REVIEW

2.1 Small to Medium Enterprises

SMEs in South Africa are defined as businesses that have no more than 200 employees and generate a maximum
revenue of R40 million per annum [8]. Some of the challenges SMEs face in South Africainclude; access to finance
[9], labour law [10], crime [10], access to necessary resources [11], access to markets [12], research and
development [3], regulation and policy [13] and unskilled labour [3].

2.1.1 Growth and Competitive Advantage

The International Trade Centre [14] released a competitiveness outlook for SMEs in 50 different countries. The
SMEs were examined from both an internaland external point of view. Internally, SMEs were scored on their
ability to connect, compete and change. An SMEs ability to "connect’ was determined by examining its website
and the degree to which the company uses e-mails for communication. An SMEs ability to ‘compete’ was
determined by the presence of an international quality certificates, capacity utilisation, managerial experience
and the use of banking. Lastly an SMEs ability to "change' was determined by the the presence of audited
financial statements, the degree of investment financed by banks, the presence of a formal training program
and whether or not the SME makes use of foreign technology licenses. The competitiveness profile for South
African SMEs, Figure 1, shows that there is a strong positive correlation between SME size and competitive
performance. Figure 1 also shows that it is only large SMEs that score above 70% in their ability to connect. Both
small and medium size SMEs score below 50%.
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Figure 1 - SME competitiveness outlook profile South Africa [14]

2.1.2 The potential impact of industry 4.0

It cannot be said for certain that industry 4.0 will have a negative or positive effect for South African SMEs
especially those within the manufacturing sector. There are very real threats that industry 4.0 poses such as
increased competition from the global market, loss of unskilled jobs and an increase in financial commitment.
There is evidence to suggest that technology has had a positive impact on SMEs and that cloud computing could
actually alleviate many of the challenges SMEs currently face [15,16].

2.1.3 Adoption of industry 4.0

Industry 4.0 adoption by SMEs in South Africa and other BRICS countries is relatively low, with the focus of
industry efforts being put towards skills development and preparation of the workforce for industry 4.0 [17].
Although South African SMEs face a number of barriers to industry 4.0 adoption, many international SMEs face
similar challenges, even those in industry 4.0 leaders such as Germany [18]. One of the biggest challenges facing
all SMEs is the considerable amount of investment which is required to adopt industry 4.0 [18].

As this study explored how South African manufacturing SMEs can remain competitive during the fourth industrial
revolution, the concepts of competitive advantage and industry 4.0 will be elaborated on through the literature.

2.2  Competitive Advantage

Competitive advantage is an area of knowledge with many theoretical views and theories. Two academic
definitions of competitive advantage are:

“Competitive advantage is obtained when an organisation develops or acquires a set of attributes
(or executes actions) that allow it to outperform its competitors” [19].

“The degree to which a firm has reduced costs, exploited opportunities and neutralized threats”
[20].

The following list serves as a brief summary of each theoretical view covered in the study with Figure 2
outlining a conceptual framework of competitive advantage theories.
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Figure 2 - Conceptual framework of competitive advantage

e Market-Based View: External factors and a firms positioning in the market predominantly effect
its performance [21].

e Resource-Based View: Internal process and management of resources affect the performance of
a firm [22].

e Knowledge-Based View: Knowledge is the most important resource and separate from other
resources [23].

e (Capability-Based View: The use of resources through distinct capabilities governs competitive
advantage [24].

e MBVandRBV ‘fit’: The necessity of both internal (resources-based view) and external (market-
based view) perspectives [25].

e Relational View: Afirm’s relation within the network leads to competitive advantage [26].

e Transient View: Opportunities for competitive advantage are transient and long-term
perspectives can no longer achieve sustainableed competitive advantage regardless of whether
or not an internal or external view is taken [27].

2.3  Design Principles of industry 4.0 and key components

There is no generally accepted working definition of industry 4.0 [28]. There has however been a set of industry

4.0 design Principles outlined by Hermann, Pentek and Otto [28], which are useful for understanding the
fundamentals of Industry 4.0. The design Principles are:
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2.3.1 Design Principle 1: Interconnectedness

The connection of people, machines, devices and sensors to create a networked ecosystemis fundamental to
industry 4.0. Without interconnection, the sharing of information in real-time cannot happen and many of the
efficiency benefits gained through industry 4.0 will not be realised. Interconnection also forms the backbone of
collaboration between businesses and supply-chains, allowing them to share information (design principle 2) and
achieve data-driven decision making [28].

Two important technologies that relate to the design Principle of interconnectedness are cyber-physical systems
and the internet of things. Cyber-physical systems can be defined as “a new generation of systems with
integrated computationaland physical capabilities that can interact with humans through many new modalities”
[29]. These systems take into account the interaction and interdependency between what would have
traditionally been seen as a physical system and a cyber-system [30]. They can be roughly thought of as the
merger between the physical environment and the internet.

The internet of things is “a network of internet-connected objects able to collect and exchange data using
embedded sensors” [31]. Chebudie, Rotondi and Minerva [32] found that there are certain fundamentals to the
internet of things. These are:

e The connection of objects - For the network to function the connection of the “things” is necessary
(design principle 1). Each object must also be uniquely identifiable and have sensing/actuation
capabilities often making it a smart device.

e Ubiquity - The network is available anywhere or anytime and there is a continual link between the
network and the internet.

¢ Embedded intelligence - smart devices exhibit their own emergent behaviour.

o Self-configurability - Each object connected the network manages its own configuration, software
requirements, resources and energy consumption. Allowing the network to scale to a large size.

e Programmability - Refers to devices in the network that can execute different tasks without having to
change physical form.

2.3.2 Design Principle 2: Information transparency

Industry 4.0 requires almost unrestricted data sharing, with information transparency increasing tenfold relative
to industry 3.0. A true industry 4.0 state will exist when hundreds of sensors are capturing data and feeding that
information into plant and supply chain models, creating a virtual copy of the physical world. These models will
be filled with “context-aware” information, allowing participants in the network to make hyper-informed
decisions in real-time [28]. Two key components linked to information transparency are Big Data and Cyber
Security.

Big Data is defined as data sets (or streams) that are “not only big, but also high in variety and velocity, which
makes them difficult to handle using traditional tools and techniques” [33]. Due to the large number of sensors
and information streams in industry 4.0, significant data analytic capabilities will be necessary for businesses to
make correct decisions [33].

Cyber-crime will be one of the greatest threats for business during industry 4.0 [34]. Although companies will
share large amounts of internal information with the network, there will be data that is sensitive and important
to that companies success. With all the connection points into the network, companies will need to strengthen
their cybersecurity in order to protect data that leads to competitive advantage [34].

2.3.3 Design Principle 3: Decentralised decision making

Once interconnection (design principle 1) and information transparency (design principle 2) have been
established, decentralised decisions can be made. “Decentralised” refers to an object in the network having a
form of localintelligence to operate and make independent decisions [28]. Decentralised decision making will
require artificial intelligence and the in many cases the use of cloud computing.

Artificial intelligence is simply machines (or virtual machines such as bots) exhibiting human-like cognition [35].
It is an extremely broad field but a critical component to industry 4.0 and one of the distinguishing factors from
industry 3.0.

The access and “sharing of web infrastructure for resources, software and information over a network” is known
as the Cloud or Cloud Computing [36]. It is simply the pooling of IT infrastructure, storage and computing power.
It will enable businesses to access key digital capabilities from almost any geographical location in a manner
that will allow scalability. The Cloud in many instances runs off a pay-per-use business model which will allow
businesses of all sizes access to very important industry 4.0 capabilities such as data analytics and artificial
intelligence [36].
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2.3.4 Design Principle 4: Technical assistance

The role of people will begin to shift from operators to strategic decision makers as industry 4.0 matures [28].

With the vast amount of connections and data streams, people will rely on systems to support and assist them,
presenting information in usable formats for problem-solving purposes [37]. Robots will also carry out difficult,
unsafe and monotonous tasks on behalf of people [28].

Industry 4.0 is expected to change the nature of work, with a shift towards human -machine collaboration. Jobs
that require repetitive non-skilled tasks are at greatest threat of being made redundant by robots [38]. Many
jobs will be lost to industry 4.0 advancement, but a net positive increase in jobs is expected. New forms of work
will be created in the areas of IT and data analytics [38]. The challenge from companies will be re-skilling staff
to make the shift towards industry 4.0 [38].

3. RESEARCH DESIGN AND METHODOLOGY

The nature of this study is substantially forward looking from a time perspective. The specific research area,
SMEs in the context of Industry 4.0, is unexplored with little existing work on the topic. It is for these reasons
that the research is exploratory in nature. Exploratory research is primarily used when there is little known
about the topic under study. It aims to better define an area of study and provide initial findings that can be
further explored in more detail [39]. Exploratory research can normally also be classified as inductive research
because it moves from the general towards the specific [40]. An inductive research approach was used for this
study with data being qualitative in nature. Qualitative data is suited towards an exploratory study because it
is rich in information and can be used to cover a large scope of research [39].

It was believed that using semi-structured interviews would be the most useful due to their balance between
participant freedom and interviewer control. Semi structured interviews involve a standard set of questions
being posed to aparticipant but additional probing questions can be asked throughout theinterview [40].Through
investigation into this method it became clear that there existed a very broad range of opinion on industry 4.0
with not many true subject matter experts. It was determined that companies within South Africa are in the
initial stages of investigation on the potential of industry 4.0. For many companies, adopting an industry 4.0
state right now would be too expensive. Once some of the barriers to entry are removed such as the high cost
of technology and the low levels of infrastructure, companies may begin to focus their research and knowledge
on it. This would lead to more subject matter experts existing in South Africa.

At the moment internal knowledge of industry 4.0 is at a surface level and semi-structured interviews would be
useful for understanding the general consensus on industry 4.0 but not how it can be used for competitive
advantage. Through informal discussions with potential subject matter experts, it was determined that most of
their knowledge was sourced through reading literature and not necessarily through experience in the research
topic. It was therefore decided that collecting data directly from literature may improve the accuracy of the
research and reduce potential bias by gathering information directly from the source.

3.1 Literature search and selection

Literature was found through keyword searches and snowball sampling [41]. Keywords were used in multiple
combinations and included the terms; industry 4.0, Industrie 4.0, digitisation, manufacturing, competitive,
advantage, industrial, revolution, smart factory and future. Google Scholar was used along with databases such
as E.I Compendex, Inspec, National Technical Information Services and Scopus. Literature was then selected on
the basis that it was relevant to the research objectives in part or in full and two additional criteria [42]. The
first criterion was concerned with the target audience. Literature that was written for business leaders and
managers was favoured to ensure that the research would be targeted at decision makers within SMEs and offer
practical value. The second criteria related to the diversity of thought. Literature that covered a broad range
of the research topic was favoured in order to ensure that a holistic outlook on the subject was met and that
research remained exploratory [43]. The search and selection process was done in parallel to the analysis of the
research so that the selection could stop once information saturation had been reached [44].

3.2 Analysis

The research data was analysed using thematic content analysis. There is no single method for conducting a
thematic analysis but rather used by research as necessary [45]. This type of analysis has been criticised for
being open to reliability errors due to researcher interpretationand understanding [46]. It is however well suited
to large qualitative data sets [46]. The literature analysis process involved reading through the research several
times for familiarisation. Direct quotes were then extracted from the literature that related to competitive
advantage under any of the theoretical views examined through the literature survey. These quotes were then
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classified into a set of initial themes. These initial themes were refined through a co-occurrence analysis and a
set of final themes were selected.

4. RESULTS

A total of 36 emergent themes were found in the literature. A co-occurrence analysis was done on the quotes to
understand which themes frequently occurred together in the same quote. Themes that had a 60% or higher co-
occurrence rate another theme were considered to be sub-themes. After refinement 8 final themes were used
toward the final results. Table 1 below shows the theme and its ranking by frequency of occurrence.

Table 1 - Theme ranking

Theme Ranking Ranking

Collaboration 1

Digital Capabilities

Business Model

Data

Decision Making

People

Organisational change

Operations

|IN|ovf|h|jWwWDN

The results of the final themes are presented in Table 2.

Table 2 - Results by theme

Theme

Findings

Collaboration

Employee exchange as ameans of bringing new skills into the business.
Sharing of outcomes across the value chain.

Collaborating with companies who are involved in disruptive trends as
a means to survival.

Building relationships outside of the traditional value chain.

Digital
Capabilities

Use the on-demand economy for acquiring capabilities.

Only develop digital capabilities that are necessary and align with the
business model.

Be proactive and aggressive towards developing digital capabilities.

Business
Model

All companies need to become “technology” companies.

The business model must support partnerships and platforms.
Understand and forecast disruption by constantly checking for new
revenue models outside of the current industry that are transferable.
Expect integration between digital and physical.

Maintain the core business, inspire innovation at the edge aligned with
disruptive trends but focus on solving customer problems.

Data

Data is a source of competitive advantage and a business asset.

Data security is linked to digital trust and important for partnerships.
Data should support employee decision making and create a holistic
understanding of the business.

Decision
Making

Should be based on feedback learning instead of past data
extrapolation due to the fast pace of change.

Must be done faster and automated where possible

Companies need to remain informed to remain competitive in a
dynamic landscape.

Decision making is dispersed amongst empowered employees.

People

Employees made more effective through technology.

Leaders must become digitally fluent and have an intuitive sense of
how to use partnerships for success.

Success dependson leaders’ ability to transform their organisations,
and employees’ ability to implement digital initiatives.

Organisational
change

Ability to change becomes fundamental to competitive advantage.
Implement short-terminitiatives immediately and medium/long term
initiatives that focus on transformation, not augmentation.
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e Smaller companies are more agile and can change business models
faster.

e Big data, the internet of things and cloud technology offer significant
opportunities to reduce costs and infrastructure requirements.

e Operations must be view holistically and beyond a company’s own
boundaries.

e Industry 4.0 is underpinned by lean manufacturing which needs to be
embraced to operate with the speed and flexibility of the ecosystem.

Operations

4.1 Framework

The results were refined into a framework that can be used by decision-makers in SMEs which is shown in Figure
3.

/

1 Increase knowledge and understanding

Become digitally fluent
Understand disruption and the paradigm shift
Engrain iterative feedback learning

/

N

2 Reassess the business model

Understand how revenue streams will change
Identify new models and self disrupt if necessary
Become a "technology’ company

|a

N
>
* 3 Collaborate ©
]
Join or create a cluster E
Learn to share information and live data _8
\ Tie your business into emerging networks -
/

Start to use the loT and the on-demand economy
Learn how to make data driven decisions
Digitize and automate mundane processes

A 4 Become digitally capable
&

b ?

/

5 Be proactive about change

Train employees and give them clear vision
Encourage flexibility, innovation and risk taking
Find employees who will enable change

Figure 3 - Industry 4.0 framework
5. DISCUSSION

The research findings presented in this paper offer ideas and thoughts towards maintaining or growing a
competitive advantage from the perspective of manufacturing SMEs in South Africa. The findings presented are
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by no means exhaustive or applicable in every case, they merely offer a starting point to further investigation
and should be used as such. The research thus has a number of limitations that should be considered:

e The research is purely based on literature, which limits its practical application. Although there are
few true subject matter experts with knowledge of both manufacturing SMEs and industry 4.0, there
are people who have expertise in overlapping or similar fields. Their contribution would offer an ever
further diversity of findings and possible make the research more practically applicable.

e Theresearch is positioned as an introduction to further work and therefore lacks a degree of detail to
make it practically sound. This is especially true for the framework presented in Figure 3. The
framework is primarily used towards simplifying the main findings and translating them towards high -
level intentions a manufacturing SME can take. The specific details of application are not included in
this study and should be investigated further as developments within industry 4.0 unfold and true
adoption occurs in international locations.

Related to the limitations of the research, there are also a number of limitations and constraints for SMEs in
taking steps towards industry 4.0. These limitations are mainly governed by the current state of SMEs in SA and
include access to finance, physical resources, knowledge and skilled labour [3,9,11]. These factors constrain the
adoption of industry 4.0 and make implementing any findings from the research challenging. Despite these
limitations, there will be some degree of change that SMEs can begin to make. The strategic level actions and
intentions presented in Figure 3 will offer guidance to this change and provide a fixed point that can be worked
towards while Industry 4.0 develops further.

The most prominent themes were collaboration and digital capabilities. The idea that collaboration is
fundamental to competitive advantage during industry 4.0 is not surprising since industry 4.0 will essentially be
the development of a giant network or ecosystem [47]. A businesses ability to tie into the ecosystemwill be
crucial, where each new connection (or relationship) will be an opportunity to offer value. As the number of
routes to market increase and become more flexible, traditional linear supply chains will be less common. A
single business may be a node for many different routes to market and thus sharing information much further
up and down the supply chain becomes important. Digitally integrating operations with partners up and down
the supply chain will ensure a business remains relevant.

The idea of collaboration goes past just business-to-business relationships. Collaboration between humans and
the cyber-physical environment will also be an important element of survival. Business who understand how to
use their current workforce in partnership with technologies such as artificial intelligence and robotic will
outcompete firms who choose to ignore these advancements. It is difficult to determine when the most
economical point in time is to make an investment into these kinds of technologies but business should prepare
themselves for integration and ensure their knowledge and understanding of these technologies remain current.
Clusters (partnerships between universities, industry and government) where resources are shared and new
technology can be tried and tested will be a good way of ensuring a business remains informed [48].

The last major source of collaboration will be through outsourced capabilities. The on-demand economy and
cloud services offer small business the opportunity to scale and pick-up necessary skills as and when they need
them. This leads directly to the theme of digital capabilities. Companies will ultimately remain competitive by
developing digital capabilities that will allow themto remain relevant keep up with the manufacturing efficiency
and quality of the world market.

Digital capabilities speak directly to the resource-based view of competitive advantage, where above normal
opportunities are produced through the management of internal resources such as knowledge and machinery.
For small businesses, obtaining all digital capabilities is not necessary. Rather capabilities which align to the
business model should be actively sought after and developed [47]. First mover advantage will be important. A
business that starts to acquire digital capabilities early on will build up internal knowledge on these capabilities
much faster than a company that delays. With the rate at which industry 4.0 will bring about change, there may
be a critical point where learning and development needs to happen faster than what a business can actually
manage. Business should develop digital capabilities as soon as possible to avoid being left behind.

6. CONCLUSIONS AND RECOMMENDATIONS

Two of the biggest challenges that face the South African manufacturing sector is the lack of skills necessary to
implement industry 4.0 along with a lack of exposure to industry 4.0. South African industry 4.0 learning
factories, which simulate an industry 4.0 environment as far as possible, could potentially address these
challenges and should be explored by relevant stakeholders. These factories should be set up within clusters so
that knowledge and understanding is shared across academia, business and government.

Cloud computing also has the potential to alleviate some of the challenges faced by SMEs. [16] It can potentially
be used by the government to offer mass support to SMEs (within all industries) through the development of free

3526-9 33



SAIIE29 Proceedings, 24t - 26™ of October 2018, Stellenbosch, South Africa © 2018 SAIIE

software packages that assist in core business functions such as accounting, finicalmanagement, legal and labour
requirements.
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PUBLIC-PRIVATE SUPPLY CHAIN INTEGRATION AS A POSSIBLE MEANS TO IMPROVE PUBLIC HEALTH SUPPLY
CHAINS
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ABSTRACT

Struggling health supply chains and poor health outcomes in developing countries, have highlighted the need to
improve these supply chains. A number of different methods have been used to improve health supply chains.
However, it has been argued that the results are not sufficient and sustainable, neither do they aimto resolwe
impending challenges. In this paper, we put forward that public -private supply chain integration may be an
important tool towards improving public health supply chains. However, further research is required to establish
tools that support the determination to improve the supply chains and it. Moreover, research is required to
determine whether improvements can be accomplished, as well as what the impact would be on the health
supply chains in specific circumstances.

' The author was enrolled for an M Eng (Industrial) degree in the Department of Industrial Engineering,
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1. INTRODUCTION

Supply chains are an essential component of the health system because they are responsible for providing a
continuous supply of quality, affordable products to locations that are accessible to the country’s population
[1]. In order to effectively prevent, identify and respond to diseases, health supply chains must be able to
respond rapidly and reliably when sourcing and distributing medicines, equipment and other health commodities
[2]. Health supply chains also provide information regarding the supply and demand of products to planners and
policymakers, who in turn ensure that the system has adequate supply and resources [1].

Health supply systems, including procurement, distribution and warehousing, must be able to meet the dynamic
public health and security needs and demands [2]. According to Barillas [3], the success of a health system is
determined by the availability of pharmaceuticals. Pharmaceuticals are critical to the health system because
the expiration of medicines incurs extra costs, while the failure to deliver medicines, delayed deliveries or
insufficient stock costs people their lives [4].

However, in many developing countries the problemis not finding methods to prevent or cure the high burden
of disease, but to deliver quality health commodities at healthcare facilities on time, in the right quantities, at
a reasonable cost to patients who need it [5]. A number of solutions have been applied to improve public health
supply chains in developing countries. However, various authors have pointed out that these solutions may not
be sustainable, proactive and sufficient [4, 6-8] and that there is a need for innovative solutions [9], not only
for current health supply chain problems but also for impending supply chain problems [7, 10].

This paper explores the problems that public health supply chains are currently facing in developing countries,
the methods that are being used to improve public health supply chains and some of the key shortcomings of
these methods. The paper then suggests aresearch agenda that may further supportthe continuous improvement
of public health supply chains.

2. LITERATURE REVIEW

Poor functioning health supply chains can severely damage the health system and hamper health outcomes [1]
and result in higher costs, expiration and wastage of products, redundant efforts, stockouts and subsequently
poorer health outcomes [11]. Unfortunately, this is common amongst the majority of developing countries [6].
Many countries lack the required resources to ensure the availability of health products [6]. This includes a poor
functioning or absent logistics information system and the lack of transport and storage resources [6].

Reliable and complete data is required for the effective management of health supply chains [4]. This data is
used to quantify how much of each product is needed by the population and, therefore ensures that there is
adequate stock available at each health facility [4]. However, in many developing countries the lack of, or
inadequate data for forecasting and supply planning [1, 4, 11], results in unresponsive supply chains [11], stock-
outs and supply chain inefficiencies [4].

In many developing countries there is also a lack of trained staff [6]. Often, supply chain tasks are given to
workers who are either not trained to perform these tasks, or who do not have the necessary qualifications [4,
6]. Consequently, at the lower levels of the health supply chain, clinical staff have to spend valuable time on
supply chain tasks instead of serving and helping patients [6].

Furthermore, health supply chains are strained due to the increasing demand for health services and increasing
volumes of products that need to be provided by the public health sector [2, 6, 7]. According to Allain et al.
[6], the demand for increased health services in turn increases the complexity of health supply chains, resulting
in higher costs. Funding from donors has risen, which further pushes up the volume of products that flow through
the supply chains [7].

While health supply chains are trying to meet these needs, consumers, partners and civil society demand greater
cost effectiveness and improved performance [7]. Meeting the higher demand for health commodities and
services requires more robust regulatory oversight, so that the quality of the increasing number of products can
be ensured. Thus, additional pressure is placed on both the public and private sector [2].

Most public health systems have multiple vertical, programme-specific supply chains, each of which receiwe
different levels of attention and funds from donors [6]. Some ministries of health develop these separate vertical
supply chains specifically for each health programme. Thus allowing for investments, information and supply
chain activities, such as procurement, forecasting and product flow, to be better aligned with specific program
outcomes and objectives [6]. In addition, some investors have focused on developing alternative supply chains
to compensate for poor performing supply systems, or to respond to bigger health sector reforms [7]. However,
only a handful of public health supply chains are able to accommodate various paralle l supply initiatives [6].
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Vertical supply chains are often criticised by some health reformists to be counterproductive and inefficient in
strengthening the public health system [12]. Moreover, these supply chains are criticised for promoting
fragmentation [13]. This fragmenting results in the duplication of resources and effort [14], and increasing the
complexity of the supply system [6]. International agencies, such as the World Health Organization, PATH [15],
VillageReach [14] and USAID [8], have been involved in projects that aim to merge some, or all, of the vertical
programme supply chains. The expectation is that redundancies will be reduced and that performance and
efficiencies will improve [6]. Other factors that have been increasing the complexity of public health supply
chains are: (i) The fundamental operational changes that some governments are making to the health system
[6]; (ii) an increase in the number of decision makers, financing options and stakeholders who have contributed
to the decentralisation of government services [7]; and (iii) the poor design of health supply chains, which are
often established based on assumptions that are outdated [6].

Other challenges faced by public health supply chains include a lack of adequate transport, limited geographic
reach, malfunctioning cold chains, insufficient warehousing and distribution, and frequent stock outs [1, 6, 11].
In summary, public health supply chains do not have the capacity and resources required to supply an ever
increasing volume and complexity of products [1].

Numerous international initiatives and donors have saved many lives [10] by providing much-needed funds [6]
and facilitating the distribution and purchasing of various medicines, such as HIV, tuberculosis and malaria
medication [10]. However, the funding is often uneven, usually allocated for specific diseases or programmes,
and resources that are distributed by health programmes may not always be shared effectively. Thus resulting
in underutilised resources [6]. The International Finance Corporation [10] argues that it is unclear whetherdonor
funds are a sustainable and sufficient solution in addressing future health problems. Other initiatives have
dedicated alot of effort and investment to addressing these health supply chain challenges, in the formof supply
chain strengthening and capacity building [4, 7].

Capacity building is defined as “the development of the ability of individuals and organizations or organizational
units to perform functions effectively, efficiently and sustainably” [4, 16]. There have been some successful
cases where capacity building and systems strengthening have improved the efficiency [4]. Moreover, the
performance of pharmaceutical supply chains also improved, which resulted in an increased availability of health
commodities [7]. Examples include countries such as Tanzania, where the Medical Stores Department operates
at a level thatis better than expected. In addition, Zambia and Rwanda’s pharmaceutical supply chains have
also been reported to run efficiently [4]. Nevertheless, capacity-building efforts, aimed at improving supply
chain efficiency, have been to a large extent unsuccessful [4]. For example, the Malawian Central Medical Store
continuously encounters, problems despite receiving fulltime technical assistance from the Global Fund over a
period of two years [4]. According to Bornbusch et al. [7], the improvements from capacity building and supply
strengthening are “tenuous”’ and suggest that public health leaders should ask whether current solutions are
working as well as they need to, and whether current solutions will be able to solve future challenges. Similarly,
[4] argues that the capacity building approach needs to change due to the poor effectiveness of these projects.
However, [4] does not state how the approach should change, or how it can be improved.

On the other hand, Bornbusch et al. argue that the core competency of the government is not the operation of
supply chains because numerous governments lack the expertise required to operate an efficient supply chain
[7]. Moreover, there is are no career structures to facilitate high performance in supply chain workers, and
thereby enable professionalism [7]. Instead, the government should play a stewardship role where it is
responsible for providing the necessary guidance, oversight and vision to ensure that health supply chains achieve
results [7]. Within a stewardship role, it is not mandatory for the government to directly control facilities and
services. However, it is the government’s responsibility to engage and coordinate various actors in order to
collectively achieve common development goals [7].

Currently, health reform seems to favour the implementation of supply chain integration in order to improve
the overall health system, as well as the efficiency of health supply chains [12]. In the health sector community,
the term ‘supply chain integration’ can refer to two types of integration [17]. The first involves the merging of
programme or disease-specific supply chains, which are also referred to as “product integration” [17], or
“horizontal integration” [18]. The second involves the “integration of information flows, physical flows, and
financial flows between a firm and its supply chain partners” [19]. When speaking about supply chain integration,
it generally refers to the second type of integration. Integrated supply chains have six characteristics, namely:
(i) Clarity of roles and responsibilities; (ii) agility; (iii) streamlined processes; (iv) visibility of information; (v)
trust and collaboration amongst actors within the supply chain; and (vi) alignment of objectives [20, 21]. While
product integration does reduce redundancy, improve efficiency and reduce complexity in the public health
system, it does not improve product availability [8, 20]. Supply chain integration improves supply chain
performance, reduces costs and improves customer service [8]. However, according to the USAID, the
implementation of either product integrationor supply chain integration is not sufficient, rather, both and other
approaches should be implemented [8]. On the other hand van Olmen et al. [22] argue that although theory may

! Tenuous definition: Very weak or slight; very slender or fine; insubstantial (Oxford dictionary)
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suggest that merging vertical supply chains into a single, central supply chain increases the efficiency, it also
creates weak links within the chain in areas such as haphazard ordering systems, stock management and slow
distribution. According to van Olmen et al. [22] these weak links could result in the weakening of the entire
chain.

Although many health supply chains have been substantially improved through both product and supply chain
integration, as illustrated in case studies provided by [20, 21, 23], some questions remain. For example,
questions regarding whether supply chain integration will be able to solve future supply chain challenges,
considering factors suchas the increasing number and volume of products [2, 6, 7], the increasing health service
demand [6], demographic changes such as population growth [9] and increases in the burden of disease [9].
Looking at the documents that supply chain integration advocates, such as USAID, WHO, JSI and PATH, provide,
there is no indication as to what resources are required for such integration endeavours. The resources required
will vary from country to country [21]. However, the case studies by [20, 21, 23] support the notion that
substantial financial and physical resources are required to implement supply chain integration. The questions
surrounding the resources include: What resources are required and how do developing countries, that already
lack financial and physical resources, obtain the necessary resources to implement these approaches? Do they
rely on donors and NGOs? If developing countries do manage to integrate their supply chains, how can these
supply chains further improve to accommodate increased volumes, populations, diseases?

According to Bornbusch and Bates [12], private sector supply chain research and application suggest that
multiplicity in supply systems is the preferred method for improving efficiencies. Multiplicity involves
“structuring asupply systemto take advantage of multiple supply chainsor segments to reduce risk and maintain
supply” [12]. Multiplicity has been partially applied in public health supply chains in the sense that the public
sector may take advantage of the private sector’s strengths to improve supply chains, usually through public -
private initiatives [1, 11]. However, from the existing literature it is clear that the public-private initiatives
have not been applied to take advantage of entire supply chains as suggested by [12]. In contrast, public-private
initiatives are applied to specific problematic or underperforming supply chain areas [24, 25]. In addition, most
public-private initiatives predominantly occur in disease -specific programs [26], due to the increased external
funding for vertical disease-specific supply chains and programs. This funding is opposed to the increase in
available resourcesthat are at the public sector’s disposal [26]. This means that improvements through public-
private initiatives are targeted to specific supply chains and rely on external funding.

In order for the public health systemto ensure the availability of health products, while the burden of disease
increases and health supply chain face the above mentioned challenges, more efficient supply strategies need
to be found [9]. This means that decision makers will need to adopt new frameworks and models [6], as well as
innovative delivery systems [9]. According to [9], it is crucial to investigate the private sector’s role in providing
increased service levels.

3. ALTERNATIVE RESEARCH AGENDA

Given the current context of health supply chains in developing countries, it can be argued that the health sector
should take a proactive approach to addressing the supply chain challenges and improving health outcomes. We
suggest that an alternative approach may be used to overcome these problems. However, very little research
has been conducted with regards to this approach. We argue that the health sector, and academics, investigate
an approach involving horizontal supply chain integration and horizontal supply chain collaboration - in public
and private health supply chains. This approach may be referred to as ‘public-private supply chain integration’.
The meaning of horizontal supply chain integration is briefly discussed, followed by a discussion of horizontal
supply chain collaboration along with the benefits of these approaches. Next, a definition of public -private
integration is provided, and the reasons for public-private integration are included. Lastly, the final research
agenda is presented together with the challenges that this approach may present and how they may be
overcome.

3.1 Horizontal Supply Chain Integration

There are two types of horizontalintegration, namely forward and backward integration [27]. Forward horizontal
integration involves the collaboration with other organisations that provide substitute options, for example an
organisation can provide road transport in addition to rail transport [27]. On the other hand, backward horizontal
integration involves the integration of a company with other similar companies, for example a retailer can work
with a second retailer or own a second retailer [27]. However, usually horizontal integration refers to the
consolidation of companies [28], either by merging with or acquiring a competitor [27], thatis in the same supply
chain tier (i.e. manufacturer and manufacturer or distributer and distributer) [28]. Before continuing with
horizontal integration, a decision needs to be made regarding what exactly will be integrated and how [18].
There are two options when deciding what should be integrated, namely products or processes [18]. Supply chain
functions include procurement, forecasting, transport, information systems, orders, storage and transport [18].
Product integration involves the last two functions, storage and transport, whereas process integration involves
the other functions that consist of supply chain management processes [18].
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In terms of integration, supply chains can either be fully integrated or integrated via segmentation [18]. Full
integration occurs whenthe multiple supply chains are essentially merged into one supply chain [18]. Segmented
integration involves grouping the products according to specific characteristicsand delivering according to these
characteristics [18]. For instance, products that need to deliver to a specific location may be integrated. The
benefits of horizontal supply chain integration include economies of scale, increased flexibility and adaptability,
improved efficiency and improved performance [18]. However, it should be noted that these benefits and
methods were achieved by integrating parallel public supply chains and not supply chains from stakeholders who
are competitors, as we are suggesting.

3.2 Horizontal Supply Chain Collaboration

Horizontal supply chain collaboration occurs when “unrelated or competing organisations, producing similar
products or different components of a product, form a cooperative association to share resources such as
warehouse space and manufacturing capacity” [29, 30]. Many companies optimise and improve their supply
chains to a point where further improvement efforts do not yield significant improvements or cost savings [31].
However, when companies participate in horizontal supply chain collaboration far greater improvements are
achieved in efficiency and sustainability [31].

Horizontal supply chain collaboration is a relatively new research field [31] and so far the focus has been
predominantly on horizontal collaboration in transportation and logistics management [32]. Vanovermeire et al.
[31] investigated the viability of implementing horizontal logistics collaborations in supply chains, through the
analysis of a case study. In the case study three companies currently deliver their own products. However, 57%
of the orders are delivered to a customer that is common to two or all of the companies. Vanovermeire et al.
[31] examined the costs of: (i) each company delivering their products individually; (ii) each company delivering
the products after internal optimisation has been carried out; and (iii) the cost of the three companies
collaborating with one another. It was found that internal optimisation achieved a cost saving of 13.65%, whereas
collaboration between the three companies saved up to 25.83% in costs, and the number of trips decreased by
26.58% [31].

In the logistics area of supply chain, horizontal collaboration can improve the efficiency between 10 and 30%
[31]. Horizontal supply chain collaboration could lead to the following outcomes [27, 31, 33, 34]: (i) Economies
of scale when delivering to customers and decreased logistics costs; (ii) increased service levels, which result in
more frequent deliveries and increased throughput; (iii) increased market share, which provides shared
opportunities for new customers; (iv) shared investments; (v) sustainable logistics due to the efficient use of
transport; and (vi) the exchange of best practices and innovation. An increasing amount of companies are forming
horizontal collaborations in the logistics area of supply chains, where orders are consolidated into a common
transportation channel [31]. Some companies take collaborations a step further by sharing assets, such as
warehouses, collaborating on supply chain decisions according to ashared strategy, and harnessing the additional
bargaining power to achieve economies of scale [31]. Ultimately these companies create one large supply chain
[31].

According to Bjornfot and Torjussen [35], supply chains need to incorporate structural flexibility in order to
overcome and manage increased demand and uncertainty in markets. In addition, Bjornfot and Torjussen argue
that horizontal collaboration improves a supply chain’s structural flexibility and stabilises the market. Shared
resources and capabilities enable this flexibility [33].

Horizontal collaboration presents its own challenges [31]. These include the risk of diwulging information,
cultivating a relationship based on trust, dividing gains amongst partners and absence of IT support as well as
case studies [31]. One of the biggest risks of horizontal collaboration, according to academics and experts, is
determining how the gains from the collaboration will be shared amongst partners [31]. According to aliterature
review by Cruijssen et al. [35], barriers to horizontal collaboration include selecting the right partner,
negotiations and coordination, and the adoption of information and communication technology. Horizontal
collaboration is long-termin nature and requires commitment and trust fromall partners [31].

3.3 Public-private Supply Chain Integration

The following definition of supply chain integration was created by combining elements from horizontal supply
chain integration and collaboration [11, 36-38]: Supply chain integration is defined as two or more autonomous
supply chains (in this case public and private pharmaceutical supply chains) that work together. The integration
is supposed to (i) improve their collective efficiency and effectiveness; (ii) find synergistic combinations of
resources; and (iii) find solutions to problems, that each supply chain may not achieve on its own, by
constructively exploring their differences and combining expertise fromdifferent organisations within the supply
chains.
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According to Donato et al. [2], countries that can take advantage of the public and private sector strengths hawe
supply chains that are more adaptable, effective and more immune to disease outbreaks and epidemics. For
example, the private health sector in countries of the Organisation for Economic Cooperation and Development
(OECD) are leveraged to a much greater extent to accomplish increased effectiveness. On the other hand, the
private sector involvement is significantly less in health supply chains in developing countries [1].

In contrast to health supply chains in developing countries, health supply chains in OECD countries largely depend
on the private sector to provide services such as distribution, supply and other auxiliary services to complement
a predominantly public health sector [1]. These supply systems effectively provide a continuous supply of
pharmaceutical products to health facilities [1]. This led to the deliberation of how greater private sector
involvement and leveraging, may improve public health supply chains in low- and middle-income countries. Many
authors, such as Nishtar, Tennyson, Prybil et al., Kula and Fryatt, have argued that the public and private
health sectors cannot address current and emerging health problems individually, but that the two sectors should
work together [39-43]. Public -private collaboration is therefore imperative and unavoidable [39].

The private sector needs to be part of the solution if health supply chains are to react responsively to the current
dynamic environment [44]. Engaging with private sector providers can improve the effectiveness of supply chains
and consequently improve the health system [26]. Private sector initiatives can increase the efficiency and
reliability of supply chains among all sectors and improve disadvantaged communities’ access to products. Thus,
contributing to public supply chain challenges [1]. Private sector initiatives can enhance the efficiency and
effectiveness of supply chains, lead to the adoption of private sector best practices and expand th e private
sector’s reach [1].

According to Bornbusch et al. [7], the government needs to recognise that public health supply chains encompass
numerous other supply chains that comprise of a multitude of actors, from facilities to distributors of the public
and private sector, NGOs and faith-based organisations. This collection of supply chains and actors may be a
complex system. However, if the system is adequately understood and managed, Bornbusch et al. [7] argue that
the supply chains can be “woven into a rationally integrated system”. As a result, governments may have the
flexibility and option to reduce or even eliminate distributors, funders, suppliers, procurement arrangements
and quality assurance since all actors will be working together to improve health outcomes [7].

The supply chain functions that will remain the government’s responsibility include the regulation of
pharmaceuticals, policymaking, developing the overall supply system strategy and vision, managing the public
sector’s expenditures and supervising the health system [7]. This type of supply chain integration is similar to
the concept of multiplicity suggested by Bornbusch and Bates [12], who identify the need for research to
determine how multiplicity can be built into public health supply chains in order to optimise the performance,
cost and risk management. The role of multiplicity in public health supply chainsis crucialas it will assist future
systems with the ability to handle increasing volumes of products [12]. However, public-private integration does
not only have to benefit the public sector. In countries such as Ghana, Tanzania and Kenya, to name a few, the
private for-profit sector has saturated their target market of high-income earners [45]. Subsequently, the private
sector now aims to provide products and services to lower income groups [45]. Integration can expand the private
sector’s channels to lower income groups, while simultaneously improving access to health products [1]. It has
been established that a number of private sector initiatives generate a profit, which indicates that the private
sector has the opportunity to improve the health system while making a profit by engaging with the public sector
[1]. However, the government will need to effectively regulate the private sector in order to manage its profit
motive [1].

3.4 Research Agenda

The public sector has been involved in numerous engagements with the private sector. However, currently most
of the engagements have been created in disease-specific programmes or with the focus of solving specific
problems within health supply chains. We argue that the integration of health supply chains, as defined in sec tion
3.3, may be a possible solution to proactively address supply chain issues and improve health outcomes.

Health supply chains from the various sectors may be integrated and the strengths of each sector harnessed to
address current and future health and supply chain problems. This potential solution will likely prove to be very
complex to implement, for the reasons discussed in section 3.3. Very little research has been done on the
integration of end-to-end supply chains, as well as horizontal supply c hain collaboration in the health sector.
Therefore, we identify crucial areas for further research framed around the following questions:

. Can the public and private sector health supply chains be integrated (as defined in section 3.3) to address
supply chain issues?

. Is it a feasible solution for developing countries that lack resources?

. What requirement will be needed to achieve public -private integration?

. What is the implication of public -private supply chain integration?
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The suggested research agenda may be ambitious, yet it will undoubtedly be worthwhile investigating if it means
that the access, availability and affordability of health products will improve as a result of better functioning
supply chains. it may not be feasible from the outset for the supply chains to integrate at all points, there is a
need to identify the costs, benefits and risks for integrating different aspects. Starting with limited sections of
the supply chain can reduce the complexity somewhat and may provide information about how to go about the
integration process in future as well as where these supply chains can or should integrate, including the impacts
that integration has for the two supply chains.

4. CONCLUSION

The lack of resources along with an increase in the burden of disease, population and volume of health products
in developing countries have led to poorly performing health supply chains and low health outcomes. Some
solutions have not been as successful as hoped while others focus on disease specific supply chains or specific
problems. Although improvements have been made, various authors argue that the solutions are not good,
sustainable or proactive enough. There is a need to not only solve current supply chain problems, but also adapt
supply chains for future supply challenges that may occur. This paper has suggested that public -private supply
chain integration may be a potential solution to the problem. This paper also highlighted the need for further
research to determine the feasibility of the solution, the implications of the solution and how it may be
implemented. Further research may enable developing countries to deliver much needed improvements in the
efficiency and effectiveness of health supply chains and thereby improve health outcomes.
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ABSTRACT

Train derailments or collisions have the potential to result in catastrophic loss of life and/or destruction of
property. Ever higher demands for train density (i.e. trains per hour for a given section of track) as well as the
catastrophic results when accidents do occur have given rise to the development of railway signalling systems
as mitigation measures.

Signals Passed At Danger (SPADs) refers to when a train driver passes a stop signal without authority and is one
of the typical causes of such accidents resulting in significant damages reported within Transnet Freight Rail
(TFR) in recent years. Studies have shown human train driver error and violation of signals to be a significant
cause of SPAD events.

This study investigated the application of train driver automation as a mitigation measure against SPADs within
the South African railway environment in general and TFR in particular. The study was qualitative in nature,
following a model development methodology and used in-depth, semi-structured interviews with railway
signalling engineers for data collection. The primary goal was defined to be the development of a train driver
function automation method that could be considered the most appropriate within the TFR operational
environment.

The study determined the most appropriate method to be that of having a human driver with technical
supervision. In this arrangement, the human driver could remain in his conventional role of driving the train but
with a technical supervision system superimposed that automatically intervenes if a train driver exceeds his
movement authority (e.g. Automatic Train Protection or ATP). This approach mitigates many of the costs
imposed by human failure associated with SPAD events, yet retains the value of human flexibility which is
especially useful under abnormal circumstances.

*Corresponding author
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1. INTRODUCTION

Since its construction in the 1860’s, the South African railway network has grown to roughly 23 273 route
kilometers [19, 26, 28]. Of the major South African railway operators, Transnet Freight Rail (TFR), Metrorail and
Gautrain, TFR is the most prominent, representing 20 953 route kilometers of infrastructure ownership [26] and
60.5% of train traffic - 73.2 million train kilometers registered on average, anually, for the period 2013 to 2016
[20,21]. TFR railway infrastructure is located in both urban and rural areas and its operational control systens
facilitate both freight and passenger trains [18], causing the TFR environment to best representthe South African
railway context as a whole.

Railway transportation concentrates large quantities of people or goods on networks between various
destinations. Inherent in this method of transportation also lies its great weakness - train derailments or
collisions which have the potential to result in catastrophic loss of life and/or destruction of property. The 4490
operational safety incidents reported over the period 2013 to 2016 resulted in 1845 injuries, 461 fatalities and
R469 964 458 in direct economic losses (annual averages) [21]. Ever higher demands for train density (i.e. trains
per hour for a given section of track) as well as the catastrophic results when accidents do occur, have given
rise to the development of railway signalling systems as mitigation measures [22, 25].

While the South African Railway Safety Regulator regulatory framework distinquishes betweenseveral categories
of operationalincidents [21], Signals Passed At Danger (SPADs) is the subject of this particular study. Railway
signals, most often taking the form of traffic-lights located next to the railway line, are used to coordinate train
traffic and protect train movements by communicating to train drivers their current movement authorities. In
Figure 1, train B has received a proceed signal (Sig Y) to move onto the top line while trains A and C are ordered
to stop by signals X and Z. These signals, and the drivers obeying them, are the only things protecting train B
from a possible collision.

A& B & S C
D > —

O O @

Sig X SigY Sigz

Figure 1 Signalling train movements

Signals X and Z are said to be “at danger” (meaning stop) and an insident where a driver passes such a signal is
called a Signal Passed at Danger or SPAD [7]. SPADs are considered the most serious precursors to railway
accidents ascribable to operator error [10]. The average number of unauthorized movements, including SPADs,
reported on South African railways for the period 2013 to 2016 is 102.7 (annual average) or 1.4 SPADs per million
train kilometers traveled (normalization parameter) [20, 21]. This compares quite favourably to Australia at 1.5
[16] but less favourably to Great Britain at 0.5 [13, 14, 15] for the same period, illustrating that South African
SPAD levels are not especially high. Yet, of the top five most costly incidents reported for 2014/15, three were
related to train handling (associated damages R93 million) with the most costly incident directly attributed to a
SPAD (Maputo train-on-train collision - R56 million) [20]. These numbers indicate that while SPADs are not the
most common incidents, the associated costs when they do occur can be relatively high, presenting a significant
risk.

The Independent Transport Safety Regulator (ITSR) body within the New South Wales Government in Australia,
concluded that the causes of SPADs generally include technical deficiencies associated with rolling stock or
infrastructure but also driver error and violation of authorities [7]. Driver errors and violations typically include
unsafe actions by the train crew such as the misreading of signal aspects, disregard for cautionary signals,
incorrect braking technique, failure to communicate correctly and a range of external and internal distractions.
The ITSR also includes organizational factors, such as poor safety culture, poorly designed procedures and
inadequate monitoring or supervision, as contributors to such violations.

The study, therefore, proposed to investigate the application of train driver automation as mitigation to SPAD
incidents in the South African railway environment in general and TFR in particular.

LITERATURE REVIEW
Strategies and countermeasures in SPAD risk management

Theeg & Vlasenko [25] describe the functions of train protection and control systems, as falling into three
categories i.e.
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e cab signalling functions that constitute driver warnings and information displays located in the train
cab and that typically include audible signal warnings, visual repetition of track side signals and dynamic
speed information;

e supervision functions that constitute the monitoring of train conditions and driver behavior that
typically include checksin driver ability, attentiveness and compliance with speed limits; and

e intervention functions that constitute automatic interventions that typically include forced -response
driver warnings, disabling of traction power and the application of train service or emergency brakes,
to slow the train or bring it to a complete standstill.

Based on a study performed in Australia and New Zealand, Naweed et al. [12] defined the two general categories
of formal countermeasuresand informal strategies to mitigate SPAD risk in train driving. Formal counter measures
typically include forced-response devices that promote driver awareness to SPAD risk (Automatic Warning System
- AWS) as well as automatic intervention systems (Automatic Train Protection - ATP). Informal strategies focus
on the driver’s intention to drive safely. These strategies are created by the drivers themselves to aid them in
safely executing their duties - an exercise that can in and of itself be considered safety awareness or safety
culture. According to Naweed et al. [12], these strategies became more important as systems like the AWS and
ATP are increasingly not used as intended. Some drivers reported that they sometimes turn down the volume of
the AWS system, considering it a distraction, even though such an action was against policy. Others reported
using the ATP system as a general method of monitoring speed and not as a safety warning device.

The strategies identified, which were grouped as specifically applying to the context of service delivery or the
context of the driver-signal dynamic were,

e Assessment strategies that focus on the driver’s own assessment of the train he is driving and the
driver monitoring of his own fitness to drive safely [12]. The first entails the personal assessment by
the driver of the state of the train he is driving. This would include knowledge of potential mechanical
issues such as braking dynamics that may affect train handling. The second strategy entails the driver’s
honest self-monitoring of his levels of emotional distraction and fatigue and reporting concerns about
his fitness to drive prior to starting his shift.

e Task prioritization strategies that include the conscious decision to focus on tasks considered
imperative to safe driving and the postponement of competing tasks [12]. A typical example would be
ignoring an incoming call from the controller whilst navigating a difficult section in the route. When
confronted with time table pressure, experienced drivers would consciously prioritize safety.

e Automatic-attention strategies that are built around cognitive processes and awareness strategies to
assist drivers in automatically registering signals and changes in signals [12]. A typical example would
be when a driver observes a signal switching from clear to caution, where that driver would then “turn
on a switch” [12] in his head helping him to focus on the signal state and changes in that state. This
becomes much more important in demanding situations.

e Behavioral strategies that include token actions that drivers devise as aids to help them overcome
sighting restrictions, retain signal awareness and act as reminders during station dwells [12]. Such
actions include consciously setting the direction switch to the neutral position during station dwells, or
physically standing up in the cab when a caution signal is encountered.

To apply operator automation as a mitigation strategy in SPAD incidents in a South African railway context, the
following areas of literature pertaining to train driver automation are explored:

2.2 Fundamental challenges to train driver automation

There are fundamental challenges or practical limitations to the concept of operator automation that should
also be considered. These include certain ironic circumstances that have to be confronted when considering
operator (train driver) automation as well the additional roles that train drivers fulfil above that of train control.

2.2.1 The ironies of automation

Bainbridge [1], a seminal author on the topic of operator automation, discusses the ironies faced by the system
designer aiming to eliminate the operator froma controlsystemdue to his perceived unreliability or inefficiency.
Bainbridge [1] considered it ironic that this same designer cannot control the errors that he himself introduces
into the design of the automatic control system (designer unreliability). The operator then tends to end up with
an arbitrary set of tasks that could not be easily or practically automated but that are also not really suited to
the abilities of the operator (designer inefficiency). These tasks can generally be reduced to the categories of
monitoring of the automatic system for correct operation and the intervention or “taking control” in the case
of actual system failure. Bainbridge [1] suggested that if an operator is required to take control of a process and
stabilize it, a certain measure of manual control skill is required. The same applies to fault diagnosis
underpinning judgements on process shut down or recovery actions. Such judgements and actions require a
certain measure of cognitive skill.
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The manual control skills required to control a complex process can take a long time to master and deteriorate
fairly quickly if not practiced regularly. This is evidenced by the fact that experienced operators tend to make
step changes or transitions more smoothly, quickly and with fewer actions than less experienced operators [1].
More experienced operators tend to demonstrate an insight or intuition into what the effects of their actions
will be. Contrary to this, inexperienced operators rely more on feedback and correction - a process that can be
slow and result in significant oscillation or “back and forth” action. At the same time it will be more difficult
for an inexperienced operator to be able to judge if the feedback received is the result of poor driving or system
failure. It may require a very skilled operator to take over to cope without relying on the system. Train driving
can be considered a good example of such a complex process. The driver has to adjust and control the speed of
the train - a vehicle that has a lot of inertia and is, therefore, relatively unresponsive to his control actions. At
the same time, the driver has to adjust for changing speed restrictions, keep to a strict time table, drive
economically and avoid hazards [1].

The cognitive skills required, can be categorized into categories of “long-term knowledge” and “working
storage”. Long-term knowledge represents the methods and strategies developed over time, while engaged in
the control of a process [1]. These methods and strategies are developed during the long run performance of
controlactions, considering the feedback and retaining what works and works well while rejecting those methods
that work less well or not well at all. Unfortunately, this knowledge cannot be acquired without practice and
deteriorates if not practiced [1]. Working storage represents knowledge about the current state and behavior of
the process on a given day. A train driver may have to adjust to driving a different kind of train or a train with
a different makeup affecting the handling. There may be workmen on the track this week or line of sight may
be affected by the weather resulting in the driver adjusting his approach to driving. This kind of knowledge will
not be available to the operator when control has to be taken in the moment of need [1].

Bainbridge [1] also suggests that before relegating the role of the operator to that of only monitoring an
automated process, it should be remembered that the operator was to be replaced by the auto matic system
because he was perceived to be inferior at the control task to that very same automatic system. Now the
operator will be required to only monitor and judge if the automatic systemis working effectively. The irony of
the situation is again evident when considering the monitor has to remain vigilant for an abnormality or failure
event that rarely occurs. Owing to the fact that human operators are not always competent at this, they tend
to rely on the alarm system to highlight abnormalities. This prompts us to ask: Is the alarm system working
correctly and how should the monitor detect alarm system failure? This seems to be an impossible task [1]. It is
also important to consider the impact the job of monitoring has on the operator’s attitude. It can easily seem
like a job requiring very little skill but a lot of responsibility. It has been shown that such circumstances are
conducive to low job satisfaction, high stress, poor health and can also lead to increased error rates.

Even after being reviewed by Baxter et al. [2] thirty years after first publication, examples of Bainbridge’s
ironies [1] were found to still be prevalent and are expected to persist for some time to come.

2.2.2 The hidden roles of the train driver

In a study by Karvonen et al. [9] on the challenges presented in the full automation of the Helsinki Metro, the
point was made that there is more to the train driver than basic train control. The case is presented that when
the Helsinki Metro operation is considered as a whole, the driver is responsible for operating the train, taking
care of passengers, observing events outside the train and acting positively in exceptional situations.

The driver’s position in the train cab provides him with a direct view of the track, stations, platforms and
passengers while operating the train. This places him in a unique position to anticipate, observe, interpret and
react to events in that environment. Some of these events may require a speedy reaction such as when an
obstacle is observed on the track ahead or when intruders or vandals are detected inside the security fence -
observations and reactions that may prove difficult if performed from a remote location [9].

There are also certain tasks that are fairly trivial for a human being to perform but that can be extremely
difficult for an automatic system to perform [9]. When considering the design of safety critical systems, it should
be remembered that computers excelonly at repetitive, basic tasks, and not at complex problem solving. A
typical example of this limitation is passenger care. Passengers are independent actors whose actions may be
unpredictable. Ahuman train driver, therefore has a natural interface with human passengers. In the case of
emergency, be it a medical condition of a passenger, train accident, or a fire, the presence of a human driver
on site to calm other passengers, assist with orderly and speedy evacuation and to coordinate with emergency
services is incomparable. In general, the train driver can act as the on -site representative of the railway company
for passengers, clients or emergency services when the need arises [9].

Lastly, the train driver also acts as an important link with other actors in the metro systemsuch as the traffic
controllers, security guards and maintenance personnel [9]. His actions may include reporting of potential
hazards, security risks and technical failures. The driver is also near at hand to fix small technical faults such as
train door faults that can bring the whole operation to a stand-still if an unmanned model was pursued [9].
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2.3 Theoretical Automation Framework

The theoretical automation framework of Theeg & Vlasenko [25] was selected for the study. It is considered
preferable because it presents a more linear progression from total manual control to total automatic control
while also resisting the impulse for what can be referred to as the “proliferation of gadgets” - the simple and
unthoughtful addition of a multitude of buttons, sirens, flashing lights and other countermeasures to the train
cab. Such measures often prove more disruptive than helpful to the driver in the execution of his duties. This
framework presents a simple and theoretically elegant approach to train driver automation design in general,
and is based on discrete steps of increased automation, as discussed below, in reverse order of automation:

2.3.1 Level 4 - Full automation

The train is normally driven automatically with no supervision froma human driver. In some cases a person that
is normally charged with other responsibilities like ticket collecting, may be available to take control if needed
[25]. At first glance, full automation seems to deliver on all of the perceived advantages of train driver
automation: increased safety (driver induced SPADs) [12], increased cost effectiveness (personnel reductions
and efficient driving profiles) and operational flexibility [9]. Yet, difficulties are soon revealed when the train
control function is considered within the greater context of the railway operation, and operating in the real
world. This perspective can be considered as the systems level or system engineer’s view. It may not be that
difficult to automate train control, but to automate the train driver may not prove as simple when considering
the following:

When the inevitable technical failure does occur, what fall-back modes and recovery mechanisms can be put in
place to maintain safety and not bring the whole operation to a stand-still? In such cases aready and able human
train driver is inevitably required to monitor the system for correct operation and take control when needed
[1]. Increased automation may also not lead to a reduction in staff as a reduction in train drivers due to
automation may only lead to increased requirements in support and supervisory staff and more sophisticated
levels of training [9]. Then, there are certain functions that may be quite trivial for a human train driver to
perform but almost impossible to automate. These include the ability of a human train driver to observe
potential hazards and react to those hazards, passenger care under normal and emergency circumstances,
debugging of small technical failures such as door problems and a whole range of interactions with operations
and maintenance staff [9]. Automation Level 4 was therefore not considered feasible for this study.

2.3.2 Level 3 - Automatic driving with human supervision

The trainis normally driven automatically with the driver observing and interveningin case of danger or technical
failure [25]. Automatic driving with human supervision effectively counters most of the defects introduced with
full automation but it is confronted by another kind of problem - that of having a fully capable human driver at
hand to monitor and intervene when necessary. Bainbridge [1] asserted that, the manual control skills and
cognitive skills required for train control will soon deteriorate in a driver if not practiced regularly.

A driver whose responsibility has been relegated to only monitoring the driving performance of a machine whose
driving skills are perceived to be superior to his own may not be the right person for the job. He may also not
have enough insight into the decision making process to judge when things are going wrong and require
intervention. A driver assigned to monitor an automatic system may very well feel that his job requires little
skill, that he has very little insight and control of what is happening, yet is held responsible for the outcomes.
These working conditions have shown to lead to high levels of stress and unhappiness and increased error rates.
Automation Level 3 was therefore not considered feasible for this study.

2.3.3 Level 2 - Partially automatic operation

Train driving tasks and responsibilities are divided between the train protection system and the driver. The train
protection system s fully responsible for some tasks and the driver is fully responsible for the others [25]. Level
2 automation does not seemto counter the criticisms of Level 3 and was therefore not considered feasible for
this study.

2.3.4 Level 1 - Manual driving with technical supervision

This involves a train protection systemsupervising the driver and enforcing safety in case of driver error [25].
Manualdriving with technical supervision seems to be the most practicaloption because t he driver is maintained
in his traditional role mitigating most of the fundamental criticisms to automatic drivers faced by levels two,
three and four.

In addition, the technical supervision system can be scaled to cover only the functions critical to safe ty and can
therefore be much less sophisticated and less expensive than a fully functional automatic driver. Lastly, the
technical supervision system can simply be superimposed over the current manual driving model and the
implementation will therefore result in minimum disruption to ongoing operations.
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2.3.5 Level 0: Manual driving without automation
The driver is fully responsible for driving and there is no train protection systems present [25].

2.3.6 Recommendations

While Level 1 automation (manual driving with technical supervision) is the recommended automation model to
be implemented, it should be noted that, to improve the practicability of the new model in the TFR railway
environment, the model should be based on the current signalling and operational practices within TFR.

Additionally, the formal countermeasures and informal strategies presented by Naweed et al. [12] align
reasonably well with the two elements of probability and criticality that make up the European Committee for
Electrotechnical Standardization (CENELEC) concept of risk [4]. The informal strategies and vigilance
improvement systems attempt to reduce driver error rates while intervention systems minimise the effects if
driver errors were made. Although it is desirable to try and reduce the probability of train driver error, the
method seems to be somewhat open-ended as it cannot enforce safety. It does not mean that such methods are
ineffective and should not be investigated or implemented or that intervention systems are not subject to failure
[6, 23 cited in 12] but it can be argued that vigilance improvement systems do not present a solid foundation
for safety control [10, 25]. Reduction in adverse consequences (mitigation) seems to be the most appropriate
and accessible approach in this case as it closes the loop in terms of safety enforcement (the result is forced)
and is based on technologies that are well established and well understood. These systems (Automatic Train
Protection for example) are based on the monitoring of the human driver and the enforcement of safety by
applying the brakes if the driver significantly exceeds the required speed restrictions or movement authorities
[25]. In many ways such an approach constitutes having all of the advantages of a human train driver, which has
been shown to be considerable [1, 9], whilst mitigating the disadvantages. It is therefore recommended that the
new model approach be along similar lines to ATP systems.

Finally, it may be worthwhile to consider adding functionsthat aid the driver in better driving but such functions
should not form the basis of safety.

3. RESEARCH METHODOLOGY

The study followed a qualitative approach, utilizing a model development methodology and semi-structured
verification interviews with signalling engineers. Qualitative research is interpretative and aims to provide a
depth of understanding [5]. Such models provide symbolic, textual or graphic answers to research questions,
typically based on logic, theory or verbal descriptions [3]. This study opted for the development of qualitative
models, descriptive of the structure and behavior of the system by which train movements are and should be
authorized and effected within TFR.

System structure was represented using a simple block diagram scheme, illustrating the different components
and role players within the systemand how they relate to one another. System behavior was represented using
the Enhanced Functional Flow Block Diagram (EFFBD) scheme. Conventional FFBD’s are made of functional
blocks, each representing adefinite, finite, discrete actionto be accomplished. The behavior modelis developed
using a series of diagrams to show the functional decomposition and to display the functionsin their logical,
sequential relationship. Diagrams are laid out so that flow direction is generally from left to right. Lines and
arrows connecting functions indicate function flow and not lapsed time or intermediate activity. Common logical
operations (i.e. concurrency, selection, iteration, repetition and loops) can also be implemented [11].

3.1 Data Collection

3.1.1 Pre-modelling concept development and review

The pre-modelling conceptual framework of South African signalling practices is based on the researcher’s own
knowledge and experiences as a signalling engineer. Reference was made to written records and technical
literature where possible. To ensure that the framework was accurate, the resulting write -up was submitted to
an experienced signalling engineer for review and comment.

3.1.2 Model development interview sample size and selection

The interviewee sample consisted of three railway signalling engineers (designated ENG1, ENG2 and ENG3), the
the technical discipline specifically responsible for safety in railway movements or the creation of safe railway
capacity. They were selected for their extensive experience (30+ years) as signalling engineers within the TFR
railway operations, signalling and projects environment.

3.1.3 Model development interview planning, preparation and execution

Interviews were in-depth, semi-structured and consisted of the development and review of the current practice
as well as proposed ideal models by expert signalling engineers. Three separate interviews were arranged - one
with each engineer. One or two simple modelling examples were discussed to familiarize the interviewees with
the modelling language. The background, motivations and recommendations upon which the models were to be
based were also explained and discussed with the interviewees. Thereafter the engineers were required to
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develop proposed models and analyze them to confirm that the models met all the needs set out by the critical
research question. The engineers, aided by the interviewer, were free to rework or modify their models until
completely satisfied and before signing-off. Any qualifying statements or comments were also recorded in the
process. Interviews were not audio recorded and transcribed verbatim. Interview notes, however, took the form
of drawings, diagrams, descriptions and qualifying statements.

3.2 Data analysis

Data analysis took the form of the harmonization or consolidation of the interview models into a generic or
representative model. This was possible due to the large degree of commonality between the models. Where
the models did diverge, the diverging features were highlighted and discussed as possible options or
customizations that could be applied on top of the generic model.

3.3 Study validity, reliability and ethics considerations

Various measures were put in place to asure the validity, reliability and ethics of the study. Validity measures
included specifically interviewing experienced signalling engineers (experts in the subject of study) and utilizing
a graphical modelling language instead of text based descritptions to increase clarity. Reliability measures
included following an accepted research method (model development), arranging interviews at convienient
times and places as well as interviewee anonymity. Interviewees were properly briefed beforehand and the
whole process was accepted by the univerity ethics committee.

4. RESULTS AND DISCUSSION

4.1 TFR conceptualization

The purpose of this conceptualization was to develop an understanding of how railway movements are effected
within TFR. Specific emphasis was given to the roles and functions signalling systemactors (e.g. the train driver
and Train Control Officer) and signalling system components (e.g. interlocking and field elements) play in those
movements. Thissection presents abriefintroduction to the railway signalling practices in TFR while highlighting
the implications for SPAD incidents and causes.

4.1.1 Functional Structure: Typical TFR Signalling and Operational Control System

A typical TFR Signalling and Control System can best be visualized in layers stacked on top of each other
connecting the Train Control Officer (TCO), who represents railway operational objectives such as the train
movement schedule, at the very top to the trains, and signalling field elements at the very bottom. TCO controls
are translated to the relevant station via the remote controlsystem, is filtered through a safety interlocking
layer after which it affects the desired change to the field elements (e.g. throwing a points set or changing a
signal aspect) through field element control units. Field element status information (e.g. lay of a points set or
train positions) is reported back to the TCO in similar fashion.

Figure 2 has been adapted from Trinckauf’s [27] Functional structure of the railway control system to be more
representative of TFR signalling and control.
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Figure 2 Typical TFR Signalling & Operational Control System

4.1.2 Principles of Train Separation

The most common train separation methods include Signalled Fixed Block Operation and Cab Signal Operation
of which the Fixed Block is the dominant method on TFR signalled lines. On un-signalled TFR lines, constituting
roughly 60% of all TFR lines, operational control is governed by a Track Warrant System (TWS) with movement
authorities managed within the in-house developed CS90 remote control and Visual Display Unit (VDU) system.

4.1.3 Signals and Signal Aspects

On TFR signalled lines the dominant practice is that of color-light signalling with fixed block operation. Signals
are used to guide a train though a railway network by communicating compulsory movement authorities to the
train driver who is then expected to follow them to the letter. These communications include the following:

e Communication of movement authority into a block section including the nature of that authority (eg.
permission to proceed and speed restrictions).

e Inform the train driver as to the upcoming features of the track ahead (eg. upcoming turnouts, entry into
yards and sidings).

As many different possible meanings have to be conveyed to the driver, the signal has been equipped with
several different lamps of various colors and arranged in several different configurations. These lamps can then
be activated in predetermined combinations to indicate specific meanings called signal aspec ts. Figure 3 is a
representationof the physicalsignal pole of a typical TFR signal that a driver would encounter whenapproaching
a station [8]. The signal pole is populated with a green lamp, red lamp, white lamp, two yellow lamps, a signal
identification plate and a shunt lamp-set (two small white lamps arranged diagonally). If all these different
meanings or signal aspects, including a “dark” signal (no lamps burning), are summated, a signal with this
physical configuration can be used to display up to thirteen different aspects [8].
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Figure 3 Color light signal (physical representation)

The consequences of misreading or even completely missing a signal can vary from the benign to the severe. For
example, if a flashing yellow is misread as a solid yellow, the train may apply brakes and slow down too soon,
simply resulting in an operational inefficiency. If the reverse happened (i.e. reading a solid yellow as a flashing
yellow), the train will not slow down and prepare to stop at the stop signal ahead, possibly resulting in a train
collision. The worst case would obviously be to miss a stop signal or to come upon a stop signal unprepared
which may result in a train collision while traveling at line speed.

4.1.4 Interlocking Principles

TFR interlocking systems typically implement the “Protected routeand Overlap” method. TFR interlocked routes
can also be manually cancelled by the TCO, but if the train has already entered the route or occupied the
approach track to the entry signal, the signal is put back to Danger (stop/red aspect) but the route remains
reserved and locked for a predetermined time before normalizing [8]. This prevents endangering the train and
allows the driver to bring the train under control and to a safe stop without fear of a collision or derailment due
to points sets being thrown under the train.

4.1.5 Signalling a Layout (Crossing Station)

One of the simplest illustrative examples of signalled layouts within TFR is that of the crossing station. The
purpose of the crossing station is to increase bi-directional traffic density over a single line, albeit at the added
cost of additional operational complexity. Figure 4 illustrates a typical signalling layout for a crossing station
with functional descriptions for the different types of signals below.

Warning Signal

Intermediate Home Signal

Home Signal

¢— Starter Signal —¢
& =D

-0 F®  Fe/6d FO\OT O S

Main Line

Figure 4 Signalled Layout (Crossing Station)

The functions of the indicated signals in this layout are as follows [24]:

Warning Signal: Warns the driver that he is approaching a stop signal. Note this signal does not have a Stop
aspect. This signal is sometimes erroneously referred to as a distant signal.

Intermediate Home Signal: First stop signal when approaching the station and acts to protect the overlap
of a route setup from the opposite side of the station.

Home Signal: Stop signal before station entry. This signal is to regulate access to the station.

Starter Signal: This signal has a dual purpose - it can either be used as a destination signal for a train
entering the station (Danger Aspect)or as adeparture signal for a train exiting the station (Proceed Aspect).

4.1.6 Dispatching Principles

Centralised Traffic Control (CTC) operation is the predominant model on TFR Signalled lines and is illustrated in
Figure 5. In CTC operation, all points and signals inside the controlled area are directly controlled by the CTC
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TCO. Al train movements are governed by signal indications. The local interlockings are remote -controlled
without local staff [17].

CTC TCO
* Remotre Control Network
Vital Vital Vital
Comms Comms Comms
) J ; } A A A 4
‘ Interlocking ‘ ‘ Interlocking ‘ ‘ Interlocking ‘ ‘ Interlocking ‘
Station Station Station Station

Figure 5 Centralized Traffic Control (CTC) [17, p. 60]

In a TFR Track Warrant System, movement autorities are communicated to train drivers directly via a radio or
cellular network (Figure 6).

TCO
* Track Warrant Ticketing System
¢ (Radio / Cellular Network) ¢
/ \ D / \ / \ @ / \
Station Station Station Station

Figure 6 Dispatching by Track Warrant

4.2 Current Practice and Proposed Automation models (Consolidated)

Due to the high degree of commonality between the Current Practice models and the Proposed Automation
models produced by ENG1 and ENG2, the interview format for ENG3 was rather directed towards the
confirmation or rejection of those models. The consolidated or generic model was therefore generated and
presented to ENG3 for endorsement. All three engineers agreed with the recommendations that flowed from the
literature review. Both ENG1 and ENG2 based their automation models on Automatic Train Protection systems
that intervene when the driver exceeds the required speed profiles while also promoting efficient driving
patterns. These views were also endorsed by ENG3.

The first difference between the models generated by ENG1 and ENG2 was that of the level of detail. ENG2
preferred to define the system on component level where ENG1 preferred to stay on the system level. The
consolidation processalso preferred the systemlevel as the component levelmay become too prescriptive about
the specific technological implementation and move away from a neutral description of system behavior.

The second difference between the models spoke to the operational environment. ENG2 defined models for both
the Signalled and Track Warrant operating environments while ENG1 felt that it was not necessary to consider
train driver automation in areas where conventional signalling systems were not considered or warranted in the
first place. The two models generated by ENG2 were very similar, only emphasizing the safety integrity ratings
of the systems and equipment used in implementation. In this case as well, when consolidating to the system
level, the models for the two operating environments merged into one.

The models as well as the consolidation process were discussed with ENG3 and the resulting model was accepted
and endosed by ENG3. The resulting generic model consists of both a structural component (Figure 7) and a
behavioural component (Figure 9). As the proposed automation model was based on the current practice, the
current practice model elements are shown in grey while the modifications or improvements are indicated in
blue - see Figure 9.

It should be noted that the actual models generated in the interview process did not always strictly adhere to
the proper notation conventions associated with the EFFBD modelling language. As these models were intended
to be primarily descriptive, these deviations were not considered problematic as long as the models were
readable, understandable, logical and unambiguous. Per implication, these models may require a measure of
reformulation if they are to be ported into software tools for simulation purposes.
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Figure 7 Generic model - structure

Interface listing:

a) TCO - Signalling System Computer based control terminal

b) Signalling System - Track  Train detection device (axle counter / track circuit)
c) Sig. System - Train Driver ~ Signal lamp

d) Train Driver - Train Driver instrument panel

e) Train - Track Wheel on track

The behavior model was based on the basic train movement on asignalled line - depicted in Figure 8.

Start-out Route | Follow-on Route

1 1 1 1 1 1

T T T T T T
Departure Proceed Destination

Signal Signal Signal

Figure 8 Train Movement

A train route was setup and cleared from the departure signal to the destination signal. The Solid Green
departure signalis indicating to the driver that the train may proceed at line speed. The follow on signal displays
a Solid Yellow aspect, indicating to the driver that the train may proceed but that the driver must be prepared

to stop at the next signal (Red / Danger).

The behavior model (Figure 9) can be logically devided into the phases of Movement Setup, Route Traversal and

End of Authority.
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Figure 9 Generic model - behavior

Ultimately, all the engineers explicitly agreed that the resulting models successfully answered the following
questions:

. Do you agree with the recommendations from the literature review and were those recommendations
faithfully implemented in the proposed automation model?

e  Would the resulting automation model be effective in mitigating SPADs and would you consider it to be the
most appropriate train driver automation method for the TFR environment?
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All of the interviewed signalling engineers answered in the affirmative.
5. CONCLUSION

Operator automation is a field that presents enormous potential advantages when it comes to the technological
augmentation of human capabilities, yet it comes with significant engineering challenges as well. As has been
evident in this study, this statement also holds true when considering the automation of the train driver within
the TFR environment. At first glance, the completely automatic control of a train seems to be a simple process
to implement, yet when train controlis holistically considered within the greater context of railway operation
(the systems engineer’s view), there are significant challenges that become apparent.

A thorough review of the literature has shown that human train driver errors and violations significantly
contribute as causes of SPADs (a fundamental failure in driving safety) yet it has also been shown that the
additional roles and functions fulfiled by a human train driver (i.e. intervention and support under abnormal
circumstances) are not as easily automated. The most practical and readily available train driver automation
model, mitigating most of the costs imposed by human failure associated with SPAD events yet retaining the
value of human flexibility, was demonstrated to be that of retaining the human driver yet with technical
supervision. In this arrangement, the human driver would remain in his conventional role of driving the train but
with a technical supervision system superimposed that automatically intervenes if a train driver exceeds his
movement authority. In addition, such asystemcould be tailored to also guide the driver towards optimal driving
profiles.

The recommendations from the literature as well as the resulting generic mode l were endorsed by the signalling
engineers interviewed, affirming it met the requirements set out by the research question: That of being the
most appropriate method of train driver function automation to mitigate SPADs in the TFR railway environment.

5.1 Futher study

The financial costs typically attached to safety systems and technologies such as Automatic Train Protection
(ATP) can be significant and often prohibitive for large scale implementation and support in third world countries
such as South Africa. In many cases (e.g. rural lines that carry predominantly freight traffic) the traffic densities
and potential risk levels may not justify the costs associated with equipment carrying the Safety Integrity Level
(SIL) ratings of SIL3 or SIL4 [4], typically associated with the high traffic density on metro lines. In such cases,
the application of SIL1 or SIL2 systems may be sufficient if combined with soft strategies like the informal driver
strategies presented by [12]. The formalization and scientific evaluation of the effects on risk reduction of such
strategies and initiatives, may prove a fruitful field for further study.
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ABSTRACT

The wine industry is accountable for 1.2 percent of the South African GDP. Financial margins of Stellenbosch
wine estates have begun to shrink due to factors such as high production costs and increased competition. To
be economically sustainable wine estates need to rethink their current business strategy and consider adopting
a diversification strategy. This article identifies a holistic set of considerations that decision-makers in this
industry need to evaluate when considering pursuing land use alternatives. It also considers how these factors
can be used to develop a decision support system (DSS) to guide farmers through the decision-making process.
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1. INTRODUCTION

According to Wines of South Africa [2] the South African wine industry dates back to 1655, when the first vine
was planted. Marais [3] states that this makes it one of the oldest wine industries in the world apart from Europe
and the Mediterranean. In 2016, there existed over 3200 farmers that cultivate 98 597 hectares of vineyard in
South Africa [4]. The term wine farm (often referred to as a winery outside of South Africa) refers to a place
where grapes are grown, fermented, blended and the wine that is produced from the grapes is bottled [5]. The
South African wine industry contributes to the country’s GDP and provides job opportunities. The wine industry
is one of the biggest agriculture exporters and was responsible for 1.2% of the national GDP [1]. The wine
industry, including wine tourism, supported 300 000 jobs (direct and indirect employment) and contributed
R36.1 billion to the economy in 2013 [1]. Of the total contribution of R36.1 billion to the GDP, almost R20 billion
(53%) was created in the Western Cape. By volume South Africa is the eighth -largest national wine producer in
the world [1].

Operating a successful wine business encompasses the anticipation of trends, possible opportunities and
apprehensions within the industry, as well as taking into accountthe views of peers [6]. Constant improvements,
and thus changes to a current business strategy are of the utmost importance to keep up with the latest trends
and to ensure economic sustainability and revenue growth of wine estates.

Most of South Africa’s water sources are under strain and South Africais accordingly categorised as a dry co untry
[7]. From 2016, the Western Cape had been gripped by a prolonged drought, resulting in the implementation of
water restrictions as of 1 November 2016. The Western Cape, facing its worst water shortage in 113 years, was
consequently declared a drought disaster zone in May 2017 [8]. The growing pressure on profitability margins of
the South African wine industry [1] together with the drought requires wine estates to re -evaluate their business
strategies. Many wine estates have recently been investigating diversification opportunities. However, many
farmers have limited knowledge and experience outside of the wine industry, making the consideration of
alternatives more complex. Thus, there exists an opportunity to develop a decision support system (DSS) t hat
will regard a set of considerations to provide farmers with support when they are assessing possible land use
alternatives. Consequently, this study develops a DSS to support farmers who are seeking to adopt a
diversification business strategy and are therefore looking for a set of considerations that they need to evaluate
when considering an alternative land use option.

Decision Support

Strategic
DSS Decisions

Crop

Agriculture Land Use
Selection

Figure 1: Research Domain

This research aims to identify and validate considerations to be used in the development of a DSS capable of
assessing available land use alternatives in the Stellenbosch region to ensure financial success and e conomic
sustainability.

2. METHODOLOGY

To solve the specified problem at hand, a literature study was done which defines strategic decision-making and
determines whether decision support tools are applicable in the agriculture field. Specifically, literature was
reviewed to determine the different DSSs that can be applied in the agriculture sector. Key considerations and
DSS design requirements were considered before developing a novel DSS. The proposed DSS, which allows an
end-user to provide tailored inputs for each of the identified considerations, evaluates and compares different
selected land use alternatives with each other. After which an illustrative case study was utilised in order to
evaluate the proposed DSS. The functionality and the considerations of the DSS were subsequently validated.

Five key stages of the methodology can be identified. These are shown and grouped according to different
colours in Figure 2. According to those key stages, the study context is first outlined, after which an extensive
literature review is conducted in order to identify and establish areas of importance within the relevant study
fields. The information that is obtained from the literature review is subsequently used to inductively define
considerations and design requirements by integrating the considerations and design requirements reflecting in
existing decision support systems (DSSs). This enable the design of the best practice DSS. The fourth stage
includes conducting research to provide context to the illustrative case study as well as using the illustrative
case study to apply the developed DSS. Validating the proposed DSS, initially through doing an internal validation,
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and secondly by having interviews with experts and getting additional inputs from these experts by means of
interview questionnaires concluded the fourth stage. The validation processincluded the research that gave
context to the case study and the illustrative case study itself. These two parts as well as the validation of the
DSS and the set of considerations were grouped together into one stage.

Define research .| Defineresearch o Formulate » L
> 3 > research > System (DSS)
problem aim > \
objectives Overview
Determine Design A 4
Requirements of DSS i et
et [ vesanos — ook metns
study context : use DSSs
Determine
considerations
A\ 4
Conduct Conclusion
illustrative case »  Validate DSS > &
study Recommendations

Figure 2: Research Process Flow Diagram

3. DECISION-MAKING SYSTEMS IN GENERAL AND IN AGRICULTURE

This section provides an overview of the literature pertaining to DSSs and the use of DSSs in the agricultural
industry.

3.1 Decision Support Systems

Research conducted over the past two centuries has shown that humans assess information in a way that is far
from rational [10]. Thus, a set of processes and analytical tools that support systematic and structural th inking
especially when it involves difficult choices are involved or required. This set of processes and analytical tools,
which are referred to as decision analysis, provides a method where a decision problem can be formed by
separating the uncertainties, determining the subjective beliefs of the participants regarding those
uncertainties, and then finally building a quantitative decision model [10].

Turban & Aronson [11] defines a DSSs as an ‘interactive, computer-based systems, which help decision makers
use data and models to solve unstructured problems’. DSSs support the analysis of current statuses or they can
give future predictions, or both [12]. They can furthermore assist discussions, store data and models, stimulate
learning, and advance internal capacity building [12].

More effective decisions can be made by using DSSs, by leading the user through specific decision stages and
portraying the different possible outcomes fromvarious alternatives. Farmers and farm managers can use these
tools to efficiently facilitate farm management, by assessing different alternatives based on evidence [13].
Different crop management options and crops must be selected by farmers, which then allocate them to a
specific field. These selections are critical, because they influence the productivity and short- and long-term
profitability of the farm [14].

Jakeman, Letcher, & Norton [16] suggested an iterative process that consists of ten steps to develop and
evaluate a DSS. They proposed certain general steps to ensure credible results and knowledge acquisition for
the model, as well as for the community. The authors argue that some of their ten steps might involve the end
user as well as the modeller.

Trust in the outcomes of the tool is another important aspect of a DSS that should be included according to [15].
McNie [17] refers to credibility as information that is accurate, valid and of high quality, as a consideration for
useful information. Trust in the outcome of the DSS as well as the accuracy, validity, and quality of the
information is incorporated into the DSS by consulting decision makers in the agriculture sector, thus validating
the model.

3.2 DSSs in Agriculture

A need has been established for a DSS to provide help to farmers considering an agricultural diversification
strategy. Especially some who want to evaluate possible land use alternatives that they can employ to stay
viable. To support this current literature was reviewed to determine which agricultural focussed DSSs already

3540-3
61



)
SAIIE29 Proceedings, 24t - 26™ of October 2018, Stellenbosch, South Africa © 2018 SAIIE

exist. Table 1 provides an overview of only the leading agriculturally focussed DSSs found. This illustrates DSSs
developed for crop selection, and the theory/work a particular DSS is based on.

Hartati & Sitanggang [18] argue that it is not only preferable to apply a DSS for efficient land suitability
evaluation and crop selection problems, but also important. Moreover, the DSS assists the decision makers in
comprehending the decision problem as well as the effect that their choices have on the enterprise, by allowing
them to continuously exchange information between the system and themselves [19 - 21]. The complexity of
these systems varies greatly.

Table 1: Decision Support Systems (DSSs) for crop selection

Author/Source Based on Focus area Consideration
Radelescu & Radelescu [30] Portfolio Theory Financialrisk | Climate risk
| Market risk
Collender [31] Mean variance  Risk Mean variance
analysis estimation characteristics
Salleh [32] Fuzzy Modelling Cropselection Uncertainties during
the development of
the agriculture DSSs
Hartati & Sitanggang [18] Fuzzy Modelling Evaluate land Landcharacteristics
suitability
Balezentiene, Streimikiene, & Fuzzy MULTIMOORA Sustainable Climatic suitability,
Balezentis [33] method energy l Environmental
pressure
Nevo & Amir [34] Rule-based expert Crop Severe uncertainties
system suitability
Rossing, Jansma, De Ruijter, & Multi goal linear Soil | Erosion,
Schans [23] programming 1 Organicmatter
van lttersum, Rabbinge, & van 1 Rate of change
Latesteijn [26] Makowski, Hendrix,
van Ittersum, & Rossing [35]
Ten Bergeet al. [36]
Dogliotti, Van Ittersum, & Rossing
[37]
Annetts & Audsley [23]; Dogliotti, Multi-objective Profit 1 Gross margin
Van lIttersum, & Rossing [38]; optimization 1 Annual profit
Bartolini, Bazzani, Gallerani, problems 1 Income
Raggi, & Viaggi[39]; Sarker & Ray Process-based 1 Net benefit
[40]; Louhichiet al. [41] simulation model
Empirical data
Dogliottiet al. [23]; Bartolinietal  Process-based Labour | Totallabour
[39] simulation model | Casuallabour
Empirical data | Cost
Annetts & Audsley [38]; Dogliotti Multiple objective Pesticides | Herbicide use
etal [23] linear programming | Losses

Process-based

| Pesticide exposure

simulation model

Model based land use studies should be used to inform debate on development pathways and get an
understanding regarding future agriculture development opportunities [22] to help both the formulation of
strategy policy objectives [23], as well as strategic planning by farmers, by using trade -offs between economic
and environmental objectives [24 - 29].

As illustrated in Table 1 there exist many different DSSs that focus on different aspects in the agriculture field.
The aim of this study, however, is to develop a set of considerations as part of a DSS that can provide assistance
to decision makers when they are considering adopting a land use alternative. The DSSs identified in this section
focused on a few aspects only, thus not taking the whole farming operation into consideration. Thus, a holistic
set of considerations that will evaluate land use alternatives needs to be developed and incorporated into the
model.

4. DSS DESIGN

Design requirements and a set of considerations have to be developed and need to be included in the design of
the proposed DSS. The purposeof the DSS that was developed in this study can be defined as: to help the decision
maker to choose suitable crops in a flexible and user-friendly manner, by allowing the user to provide specified
input values to fully explore the relationship between the considerations and the land use alternatives. The
design requirements discussed are therefore required to be of such a nature that they will make certain that
the aim of the DSS is met as well as ensuring that an accurate reflection of the outputs of the proposed model
is provided. According to Rose et al. [13] the following factors are important to ensure successful user
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acceptance of a DSS: 1) ease of use, 2) performance (the usefulness of the tool and whether it works well), 3)

the cost
requires

The desi
(factors?

7.
8.

of the DSS, 4) trust (whether or not the tool is evidence based), 5) IT education (whether the tool
good IT skills to use), and 6) habit (whether the tool relates closely with current farming practices.

gn requirements for the proposed DSS in this specific study, taking the above-mentioned aspects
) into consideration, can thus be stated as follows:

The proposed DSS is required to inform the end user which possible land alternatives are viable, given
specified input values.

The proposed DSS needs to tell the end user which of the alternatives he or she could possibly invest
in.

Land availability: The proposed DSS should be able to evaluate whether there is enough land available
for a particular land use alternative to be viable.

Practicality: The proposed DSS should be user-friendly and inexpensive. Furthermore, it should be
accessible to arange of different farmers.

The proposed DSS should include a combination of viable factors (economic, environmental, labour
related, pests/diseases) to evaluate the suitability of a land use alternative for a specified region.
The prospective DSS should be flexible, thus addressing the limitation regarding the use of DSSs. It
should also be efficient and effective.

Trust: the planned DSS should make use of accurate trustworthy data.

The risk associated with the different alternatives should be assessed.

Identifying a set of considerations that will give farmers assistance when they are considering any land use
alternative type marked the first step in the developing process of the proposed DSS. The set of developed
considerations is not just confined to one aspect of the farming operation, such as land suitability or climate
suitability, but it rather takes the farming business as a whole into account.

The considerations were identified and established by conducting research about each of the selected land use
alternatives. Inputs from subject matter experts have also been used in some cases. Each of the identified
considerations, with their accompanying category, are shownin

Figure 3.

Considerations and
Consideration
Categories

Species Income/ Cost Environmental Market & Labour Additional

|_ Fstimate threshold
Specific species | f=-Revenue (ha/year)] p= Soil composition | =1 Human elements |f== are required for
profitability

Input cost Local climate

(ha/year) suitability | Markets | Equipment

_Cap]tahﬂvestment L] Microclimate L Required

(ha) ranpower (ha) =i | nvestment period

— Topography L Storing

= [Disease & pests

Water availability
(ML)

=d_rop rotation timej

Figure 3: Identified Considerations and main Consideration Categories
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The identified considerations play an important part in the feasibility of each of the different land use
alternatives and are thus important to examine before implementing any alternative in an intended area. The
set of developed considerations that was incorporated into the DSS, are crucial to review before adopting any
new land use alternative. Therefore, farm owners should use the DSS as a guide to understand which
considerations are important to regard, and subsequently which crops are best suited for their particular region,
when they consider adopting a new agriculture diversification strategy.

5. DSS LOGIC
The logic of the DSS provides the reader with an understanding of how the developed DSS works. Process flow

diagrams are used to describe the logic of the DSS. Figure 4 provides an overall picture of how the DSS works. It
illustrates which information is used and what the DSS accomplishes.

ifi Feasible Feasible options with
Developed Farmspecific - .
Considergtions variables Determine | Options .| 2accompanying aspects
and DSS > Feasible that are not optimal
requirements Options and additional
A information

Group and display

information according
Gather information toviable options to
for different support decision
applicable making
alternatives Yy
through a case Alternative related Graphilustrating
Sauy information aspects of feasible

alternatives

Figure 4: Overall process flow of DSS

Figure 5 shows the process flow of the extended model. The extended model uses the viable options obtained
from the DSS as illustrated in Figure 4 together with specified user input. The user can provide the amount of
land he or she wants for each of the viable options. Corresponding values of each of the other relative input
values are then determined, based on the required provided hectares. A decision maker can thus determine the
implications, e.g. cost, for specified hectares, as well as the total of a selected combination of options that
he/she wants.

Farm Choice Viable land use
specifications Viable land Implication alterna.tives
fromviable = use ac.c.ordmg.to
alternatives alternatives specified assigned
hectaresand

tntale

\ 4

Options selected
and specified Graphs illustrating

hectare aspects of feasible
alternativec

Figure 5: DSS extension process flow

The main purpose of the first developed modelis to provide a decision maker viable land-use alternatives that
could be adopted according to the user’s input data. The information that the researchers gathered to populate
the data sheet, together with the set of developed considerations form part of the design of the model. The
decision maker is required to provide and fill in data for each of the developed consideration.

The developed DSS and DSS extension makes use of data to provide possible land use alternatives. The purpose
of this subsectionis to clearly outline the data inputs that the DSS model provides and which data the end user
of the model provides.
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5.1 Developed DSS data requirements:

The researchers conducted research and held interviews with experts in the agriculture field to populate the
data tables that the DSS requires to function. The researchers used a step wise selection process to select a
sample of land use alternatives for this study. The research and interviews with experts facilitated populating
the data tables for each of the selected land use alternatives. The researchers also provided the annual local
sales/exports, annual production, and price data for each of the land use alternatives that were selected for
this study. The researchers further developed and provided the set of developed considerations, keys with
accompanying meaning, and additional informative information which was included in the DSS. The end user of
the DSS has to provide specific user inputs for each of the considerations that are built into the developed DSS.
It is important that the decision maker supply this data so that the developed DSS can be tailored to that decision
maker’s farm/area.

5.2 DSS Extension Data Requirements

The extended model developed in this study, depends on the developed DSS. The model uses the outputs and
by implication the data of the DSS. However, the end user is afforded the opportunity to input and compare
different hectares allocation scenarios per land use alternative in order to evaluate the expected outcomes of
each scenario. After the end user has assigned hectares to each of the alternatives, the DSS extension is
programmed to automatically provide the rest of the outputs and generate graphs that are in accordance to the
user assigned hectares. The extended model provides the user a choice to manipulate the assigned hectares to
evaluate the implication of doing so. For this reason it is important that it is the end user that assigns the
hectares to each of the possible displayed land use alternatives and not the DSS.

6. DSS DEVELOPMENT PROCESS
A stepwise process is followed to apply the developed DSS. The process makes sure that the land use options

that are selected and intended to be incorporated into the DSS are viable in that specific area. The process steps
are shown below and each of the process steps will be executed sequentially.

Step 1: Identify land use alternatives for the DSS database

Step 2: Filter Initial land use alternatives for the DSS database

. Step 3: Develop specific considerations for each selected land use alternative

. Step 4: Apply the developed DSS

Figure 6 shows the user interface of the developed DSS with an example of user input values. The input values
illustrated are values that a decision-maker chooses, therefore tailored for a specific region. These specified
input values are in turn used to provide viable land use alternatives that are applicable in a specific region. The
viable land use alternative types which were obtained for the given user inputs of Figure 6, are illustrated in
Figure 7. Each of theiillistrated land use alternatives shown in Figure 7 are viable according to the tailored values
of Figure 6. Thus, for the example input data shown in Figure 6, mandarins, cling peaches, or cabbage are shown
as viable options in Figure 7. According to the developed DSS a decision-maker can choose any one of the
abovementioned three alternatives for their specific region.

Considerations User Input KEY

Total budget in first year R 9000 000.00
Average min temp of coldest month (°C) 8 Human Element: Keys Rainfall season
Available Infruitec Chilling units (hours) 20 Low Skilled Staff 1 Winter 1
Water Availability (ML/Year) 9000 Medium Skilled Staff 2 Summer 2
Human Element 1 High Skilled Staff 3
Hectares available 20 Production Stability
Manpower available 70 i Keys Stable required 1
Equipment 1 No equipment, manpower only 1 No preference 2
Rainfall Season Region 0 20% equipment, 80% manpower 2
Production stability 0 40% equipment, 60% manpower 3 Sales Stability
50% equipment, 50% manpower
Packing storage available on own premises (or access to one) 1 4 Stable required 1
. . 60% i it, 40%
Cellar available on own premises 0 equipmen manpower 5 No preference 2
i o
Soil Composition-pH level (average) 5 80% equipment, 20% manpower 6
Local Climate Suitability-Rain (average)(mm) 600 100% equipment, no manpower 7 Price Stability
Average annual temperature (Lower bound)(°C) 15 Stable required 1
Availability: storage, cellar
Average annual temperature (Upper bound)(°C) 25 Moderately stable 2
Sales stability 1 Yes 1 No preferance 3
Price stability 1 No 0|
Clear options Determine viable options

Figure 6: Considerations where user gives an input (left) accompanying user input keys (right)
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The viable land use alternatives generated according to the user input of Figure 6 are used to create a graph
(Figure 8) which compares the total cost in the first year with the expected gross income per viable option.

VIABLE LAND-USE ALTERNATIVES

Land-use alternative Mandarins Cling Peaches Cabbage
Annual Gross Income (Based on hectars required) R 4024 725.00 R 7 666 666.00 R 1822485.20
Capital Investment in first year (Based on hectars required) R 2799 750.00 R 2365 160.00 R 1300 000.00
Input Cost per year (Based on hectars required) R 2923 680.00 R 5224 320.00 R451434.20
Total Cost in first year (Based on hectars required) R 5 723 430.00 R 7 589 480.00 R1751434.20
Remaining budget R3276 570.00 R1410520.00 R7 248 565.80
Hectares required 15 20 20
Hectares remaining 5 0 0
Investment Period 2 5 0
Harvest month (start) 4 11 9
Crop rotation time (if required) 3
Very sensitive to climate
Markets regulation changes, tree develops buttons if not
Risks changes adequate amount of Infruitec chilling Pests Plague
Change of overseas
protocalls and regulations Pests/Disease Weed
New diseases, Filed fire if orchard
specifically Asian Greening are not kept clean Hail
Labour related risks Market establishment
Known diseases/fungi Alternaria brown spot Bud mite Alternaria leaf spot
Fusarium
(secondary fungus)
Phytophthora
parasitica
Known pests Red scale American budworm Diamond back moth
South African citrus
thrips Snout Beetle Cutworm
Mediterranean fruit
flies Thrips
Budworm American bollworm
Woolly whitefly Grey cabbage aphid
Unfavourable conditions Human Element Equipment Price stability
Average annual temperature
Equipment Sales stability (Lower bound)(°C)
Average annual temperature
Sales stability (Lower bound)(°C) Rainfall Season Region
Available Infruitec Chilling Local Climate Suitability-Rain
Price stability units (hours) (average)(mm)
Average annual Average annual temperature
temperature (Lower bound)(°C) Rainfall Season Region (Upper bound)(°C)
Harvest length (months) 25 1 1

Figure 7: Output with provided user input of Figure 6

R9,000
R8,000 .
R7,000 J
R6,000 J Cling Peaches, 5
R5,000

R4,000 Mandarins, 2

R3,000
R2,000

R1,000
RO

(Thousands)

2

Total Cost in first year

Cabbage, 0

RO R 2,000 R 4,000 R 6,000 R 8,000 R 10,000
Gross Income (Thousands)

*Bubble sizes represent investment

Figure 8: Cost in first year vs annual gross income relation for user input of Figure 6

Furthermore, the sizes of the bubbles in the depicted graph shows the investment period that is required before
an alternative is expectedto generate income. Figure 9 shows the extendedDSS model, which uses the generated
viable alternatives of the DSS model together with the userinput of Figure 6. The values generated for each of
the considerations as depicted in Figure 9 dependson the number of assigned hectares, in this case 20, 15, and
10 hectares that were assigned to mandarins cling peaches, and cabbage respectively. The totals thus reflect
the total combined amounts of the different viable options when 20, 15, and 10 hectares are assigned to the
respective viable alternatives. Figure 9 show this combination of alternatives with the assigned hectares
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exceeding the specified budget. The values for different input values and outputs generated can be graphically
shown to facilitate visible analysis while using the DSS. Consequently, the farmer can for example phase the

combined hectares in over several years, or if (s)he likes, adjust his/her initial amount of input hectares

VIABLE LAND USE ALTERMATIVES

Land-use alternative

Mandarins Cling Peaches

Cabbage

10][

[Hectares Assigned I

20| 15][

Hectares Remaining

Annual Gross Income

Capital Investment in first year
Input Cost per year

Total Cost in first year
Remaining budget

Manpower required
Manpower remaining

Water required (ML/fyear)
Water remaining (MLfyear)

Hectares Assigned

Hectares Remaining

Annual Gross Income

Capital Investment in first year
Input Cost per year

Total Cost in first year
Remaining budget

Manpower required

Manpower remaining

Water required (ML/year)

Water remaining (VL/year)

70

R 5 366 300.00
R 3 733 000.00
R 3 B9E8 240.00
R7 631 240.00
R 1 368 760.00
21

4g

153

BB4AT

45 ha

45 ha
R 12 027 542.10
R 6 156 870.00
R 8 042 197.10
R 14 199 067.10

75
R 5 749 999 50
R 1773 870.00
R 3 918 240.00

RS5 692 110.00

R 3 307 890.00
19.5

50.5

135

EBG65

TOTALS

Insufficient funds. Additional R 5199067.1 required

56 workers
14 workers
288 MLfyear
B712 ML/year

BD

R 911 242 60
R 650 000.00
R 225 717.10
R 875 717.10
R B 124 282 90
15

55

0.045

BS99 955

Figure 9: Populated extended DSS model according to user input of Figure 6

One example of this is show in Figure 10 to quickly compare how much of the available resources each of the
viable options use. This is used to evaluate different considerations of the viable options according to the
assigned hectares, compares the percentage contribution of the total amount for manpower,water used, input
cost, and capital investment in the first year per alternative. If an equal amount of hectares is assigned to each
of the viable alternatives, Figure 10 can be used to compare the viable alternatives with each other per indicated

considerations.

% of total input cost
per alternative

% of total Manpower
used per alternative
70%

60%
50%
40%

% of total capital
investment

in first year per
alternative

e Mandarins
Cling Peaches

e Cabbage

% of total water
used per alternative

Figure 10: Percentage of available resources used per alternative considered

7. VALIDATION

Junier & Mostert [15] refer to validity as a model’s capability to portray reality accurately. Information should
therefore be seen as useful. Thus, it should be fit for the purpose, accessible, and user -friendly. The information
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therefore, is required to be perceived as valid in turn. Additionally, the perceived validity of a model or a DSS
is determined by those who work with it, both the developers and the users [14]. Validating something therefore,
gives credibility to a claim or statement. Therefore, it is important to validate one’s work, to incorporate
credibility and quality into it. The purpose of this section is to validate the developed considerations and
resulting developed DSS. An internal validation was done after which subject matter experts were consulted to
be able to conduct an external validation.

7.1 Internal Validation

To apply this step, an internal validation was conducted by the research team to determine whether the
developed DSS provides the expected outputs. For these scenarios the team provided different input values.
Logic and extreme conditions tests were done by the researchers to test the DSS model’s capabilities to function
within the boundaries of resources avaialable and to test the input limitations that could be provided by the end
user.

7.2 External Validation

The set of considerations developed was used for validation purposes. The researchers developed the
considerations using inputs from experts and research to determine what is important and needs to be taken
into account when a decision maker considers undertaking a new land use alternative. Experts were approached
to test the DSS model’s input parameters and to validate the outputs generated. The experts applied the DSS to
their own unique farm environment and found it to be informative and helpful. A number of suggestions and
comments on the grpahic user interface was considered and implemented.

8. CONCLUSION AND RECOMMENDATIONS

The literature analysis placed emphases on strategic decisions for landscape alternatives and indicated land use
alternative decisions as strategic decisions. The literature suggested that diversification strategies offer a
trajectory toward viability, because income is generated from multiple sources which can account for business
cycle variations and variation of seasonal income. In this study, diversification was primarily considered as
agriculture diversification that is engaged in the cultivation of various crops. This definition excludes farm
strategies aiming to relocate and recombine farm resources away from their original farming activities to
generate an additional form of non-agricultural income.

Literature further suggested that existing DSSs only focussed on certain aspects regarding the suitability of an
agricultural crop, thus not considering the whole farming operation when deciding which crops to select. The
aim of the model developed in this study was to develop a holistic set of considerations that will evaluate land
use alternatives and which would be incorporated into the model. These considerations are crucial to review
before adopting any new land use alternative. Therefore, farm owners should use the DSS as a guide to
understand which considerations are important to regard, and subseque ntly which crops are best suited for their
particular region, when they consider adopting a new agriculture diversification strategy.

It is recommended that bankers can greatly benefit in using the developed DSS as a risk management strategy
to inform farmers which agriculture strategy would be best to follow when farmers approach a bank for an
agriculture loan. The researchers suggests that the best method to populate complete input crop datasets, would
be to appoint agricultural consultants and agencies to collect significant amounts of data on their field of
expertise. Agricultural consultants and bankers can then use this pool of data with the DSS model, to assess risks
and advise farmers. Agricultural consultants and agencies can be used to keep the data pool updated for their
crop alternatives.
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ABSTRACT

Intersections have been identified as the most complex location in a traffic system. This is due to the number
of movements that occur within an intersection. Delays have a negative impact on motorists as well as in the
economy. Traffic signals are implemented to reduce this burden, but this is determined by the signal timing.
The pre-timed traffic signal control assigns the right of way at an intersection according to predetermined
schedule; and does not accommodate short-term fluctuations. The purpose of this study was to estimate the
delay at an intersection using queuing models. The study uses field data collection.
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1. INTRODUCTION

In urban areas, property developments are constantly increasing and this has caused an increase in the number
of road users in the urban areas. With an increase in motorists, traffic congestions become inevitable. Traffic
congestion contributes to economic, environmental and social issues in urban areas. Due to limited space, it
becomes impossible to expand road networks and so traffic engineers have to come up with other mechanisms
of making the road network effective. One of these mechanisms is to install traffic control systems.

Signalized intersections are basically points or nodes within a system of surface highways and streets; thus
defining appropriate measures of effectiveness to describe the quality of operations within this system is
somewhat difficult. Intersections are regarded as the most complex areas of traffic network [1]. This is due to
a number of activities that take place within an intersection. A number of measures have been used in capacity
analysis and simulation models, all of which quantify some aspect of the experience of traversing a signalized
intersectionin terms of what the driver comprehends. The most common factors include delay time, queue
length and stopping time. Traffic control mechanisms like stop, yield and traffic lights are implemented at
intersections to control traffic movement. The effectiveness of a traffic signal determines the overall time spent
in a road network. Signal timing, signal synchronization, the arrival and departure rate of vehicles are just some
of the influencing factors of the signalized intersec tion performance. Signal timing optimization is important to
reduce traffic delays, relieve congestion, and improve the operation of an intersection. The performance of an
intersection is measured by the delay which motorists experience within an intersection [1].

Vehicles approaching a traffic signal have the same characteristics of a queueing system. They have three parts,
which are (1) the arrivals or inputs to the system, (2) the queue or waiting line itself, and (3) the service facility
[2]. Vehicles arrive at a traffic signal, wait in the queue, receive aservice (signal) and depart, as shown in Figure
1. The effectiveness of a traffic signal (service facility) determines the overall time spent in aroad network.

Queue

X Service Departures
Arrivals > —— - >
facility

Figure 1: General Queueing system.

At a signalized intersection, the level of service (LOS) or quality of traffic flow can be measured using various
parameters [1]. Amongst them is vehicle delay; which is the most important parameter since it indicates the
time loss by a vehicle while intersecting an intersection. Travel times are not easy to determine at an
intersection and traffic signal control due to stochastic properties of traffic flow and stochastic arrivals and
departures. This causes determining delay to be one of the complex task because it is influenced by many
variables [1]. Also, delay is one of the activities that are regarded as non-value adding activities.

Traffic delay is no different from any other delay experienced on a daily basis by customers, the delay can be
in a processing plant or a service in a bank; they all have a negative impact on customers/users and they also
indicate a poor performance of the systemas a whole. Not only does it impact negatively on customers or users,
it also impacts negatively on the performance of a business as customers end up choosing other alternatives to
avoid delay. In traffic, users may choose to use other routes which are not designed for heavy traffic flow, which
results in even more congestions. It is therefore important to identify the causes of delay and reduce it as much
as possible.

Signal timing optimization is important to reduce traffic delays, relieve congestion, and improve the operation
of an intersection. Signal timing is crucial during peak periods because it determines the number of vehicles
that can cross a traffic light during green time. If there are fewer vehicles that can intersect, the vehicle queue
length increases causing congestion and overflow. In queueing theory, this indicates that the service rate is less
than the average arrival rate [2]. This problemis mostly caused by the pretimed traffic signals [1]. Traffic signal
are said to be pretimed if it has a fixed signal timing, regardless of the queue length [1]. Pre-timed traffic signals
are predetermined even during the peak period which does not solve the problem of queue length. One solution
to this is to implement actuated traffic signals. In South Africa, most traffic signals are pretimed which results
in traffic overflow on intersections. This study seeks to estimate delay at an intersection using queueing model.

2. LITERATURE REVIEW

In this section, we look at some of the studies and models developed to estimate delay.

There are two basic categories of cost in aqueuing situation: those associated with customers waiting for service;
in this case motorists waiting to intersect at a traffic signal, and those associated with capacity [2]. The goal of
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queuing analysis is to balance the cost of providing service capacity with the cost of customers (motorists)
waiting for service [2]. The goal of analysis is to identify the level of service (LOS) capacity that will minimize
total cost. Much of the success of the analysis will depend on choosing an appropriate model. Model choice
affected by the characteristics of the systemunder investigation, the main characteristics are arrival and service
patterns, queue discipline, number of channels and population source [2]. Waiting lines are a direct result of
arrival and service variability. They occur because random, highly variable arrival and service patterns cause
systems to be overloaded. Waiting line are most likely to occur when arrivals are bunched or when service times
are particularly lengthy. Usually vehicle arrivals at a traffic signal is unlimited. Vehicles arrive randomly since
they cannot be predicted exactly, even though during the peak hours a prediction can be made.

Congestion is unavoidable in urban cities due to growth in traffic demand. This has led to the development of
many traffic signal control systems which have been tested in a number of countries. In the 1960’s, the early
stage of systems was implemented in Munich, West London and Toronto and later the urban traffic control
system project was completed in the United States [1]. The SCAT system, which has multilevel hierarchical
structure, was developed by Australia [1].

A number of studies have been done to estimate delay at a signalised intersection. Wu and Giuliani [3] estimate
delay and capacity at a signalised intersection by measuring the cycleflow probability. The authors use the
measured cycleflow probability to estimate delays and queueing lengths. Their results show that the cycleflow
probability can estimate delays. Vajeeran and De Silva [4] conducted a delay analysis at a signalized T
intersection at Katubedda. The authors used Vissim simulation software to model actual data of queue length.
They found that signal timing changes and geometric changes can reduce delay. Christofa et al. [5] introduced
a real-time signal control system that optimizes signal settings based on minimization of person delay on
arterials. Tan et al. [6] uses a decentralized genetic algorithm (DGA) to minimize delay at signalized traffic
network under an oversaturated condition. The results show that the developed DGA is able to reduce network
delay by optimizing the traffic signal. Dabiri and Abbas [7] use a Particle Swarm Optimization (PSO) algorithm
which is used as an optimizer for generating arterial traffic signal timing parameters. The results reveal that the
proposed method is promising and outperforms for various traffic for traffic states. Lu and Yang [8] use a
stochastic queue model that considers interdependence relations between adjacent intersections using
probability-generating function to analyse delay in signalised networks under different congestion levels. Huang
et al. [9] calculate intersection delay based on vehicle positioning data and analysed it with DBSCAN and Least
Square Fit algorithms, without using the signal or traffic information. Anusha et al. [10] use occupancy based
method and the queue clearance based method to estimate queue and delay.

Although there has been a tremendous work done in this area, there are very few studies that are published in
the South African context. According to White Paper on Roads Policy for South Africa [11], the roads industry in
South Africa does not have a formalised system in place to guide the industry at the project implementation
level which causes a challenge in implementation of best-practices for road authorities, road designers and
builders.

South African traffic engineers conduct these studies but they are seldom published and therefore this limits the
availability of data.

3. METHODOLOGY

3.1 Data collection site

Since the data was not readily available, data had to be collected manually for this study. The study was
conducted in an intersection situated in Victory Park, which is a suburb in the North of Johannesburg. This site
was selected becauseit is one of the busiest intersections as it connects to an arterial, but yet less attention
has been given to improve it. Also, due to the new housing developmentsin the area, the traffic congestion has
increased dramatically as experienced by motorists on a daily basis. The intersection experiences various traffic
conditions from saturated to undersaturated with overflow at times. The intersection is a four-leg signalized
intersection as seen in Figure 2. Table 1 gives a summary of the information about the intersection. The study
was conducted on a Tuesday during peak time of the morning from 7:00 am to 8:00 am. Six cycleswere recorded.
According to Schroeder et al. [12] six cycles is adequate to get conclusive information. The weather condition
was clear with no rain or thundershowers. The intersection is a straight paved road. Figure 2 shows the
intersection under study. Only the through lane traffic was selected for surveying and therefore the right tum
lane was excluded. In Figure 3, the red arrow shows the lane excluded from the survey.

Table 1: Intersection information

. Cycle length | Direction Green Approach
Intersection (seconds) time (seconds)
Corner Tana Road and 3™ Avenue 70 through 26.06 Eastbound
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Figure 3: Showing the excluded right turning lane group [13].

3.2 Field survey

The data required for this study included queue length, signal timing (green, yellow and red), headways, etc.
Before the actual collection of field data, preparation was done days prior to the study which involved observing
the traffic flow behaviour, identifying which peak hour (afternoon or morning) was more critical. The morning
peak was identified as more critical than the afternoon. The data was manually recorded using a stop watch and
the designed recording sheets. Traffic video cameras were the preferred survey method but due to financial
constraints these could not be obtained. Nevertheless, the surveyors were conveniently located where they
could observe all movements and at a close proximity with the ability to maneuver.
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One of the surveyors observed and counted stopped vehicles on an intersection approach at every red signal.
This was to get the size of the queue length. A total of eleven sets of queue counts was recorded and these were
added to get a total for a 15 minutes interval. The vehicles departing on the green signal were also counted and
added up to get a total for a 15 minutes interval. A total of twelve sets of departure counts were recorded.
Table 2 shows the total queue length and total departure count for 7:000 am - 8:00 am.

The signal timing was observed and recorded. This intersection has a three-phase signal cycle system with
pretimed or fixed cycle time. Table 3 shows the observed signal times, which show green as 26.06 seconds,
yellow with 2.94 seconds, red with 41.03 seconds and a cycle length of 70 seconds.

Table 2: Departure count and queue length

Time Period Total Departure Count (veh) Queue length (veh)
7:00 - 7:15 am 141 168
7:15 - 7:30 am 107 155
7:30 - 7:45 am 145 172
7:45 - 8:00 am 136 161
TOTAL 529 656

Table 3: Signal times

Signal Time (seconds)
Green 26.06

Yellow 2.94

Red 41.03

Cycle time 70

When the green signal was initiated, vehicles crossing the curb line were observed and the time between the
initiation of the green and the crossing of the first vehicle over the curb line was recorded. These times were
recorded for eight successive headways. According to Schroeder et al. [12], eight is an ideal number since the
headway starts levelling off after the fourth or fifth vehicle. This levelling off is defined as a saturation headway
which was recorded as 2 seconds, and we use this to compute saturation flow rate which is the number of
vehicles per hour of green time per lane [12]. The start-up lost time and clearance lost time was recorded as 1
second.

The data collected assisted in the calculation of:
The arrival rate

Saturation flow rate

Capacity of lane

Effective green time

Effective green time ratio

Volume to capacity ratio

Delay time

All the above parameters are calculated to aid in the estimation of delay. The formulas used to calculate these
are listed in section 3.3.

3.3 Data Analysis

Webster [14] developed a model for estimating the delay experienced by motorists at signalised intersections
using deterministic queuing analysis. The model is presented in Equation 3.1.

1
_ca-ap, _x2 <\ /312451
d = 20705+ o 065 () It G.1)

where:

d = average overall delay per vehicle (seconds),

A = proportion of the cycle that is effective green (g/C),
C = cycle length (seconds),

v = arrival rate (vehicles/hour),
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¢ = capacity for lane group (vehicles /hour),
X = volume to capacity ratio of lane group,
g = ef fective greentime (seconds).

The first term of equation 3.1 represents the average delay to the vehicles assuming uniform arrival. The
additional delay, which is due to the randomness of vehicle arrival, is represented by the second term. To
correct the delay estimates the third term of the equation was introduced as an adjustment factor.

We calculate delay using the Webster’s queueing model [14]. First, we need to compute calculations for

saturation flow rate, capacity of lane, effective green time and finally calculate the delay time. We use the
following equations:

1) Saturation flow rate:
5 = 3600 (3.2)

where: s = saturation flow rate (vphgpl),
h = saturation headway (seconds),
3600 = seconds/hour.

2) Effective green time:
g=G+Y—-t 3.3)
where:
G = actual green time
Y = sum of yellow plus all red time

t; = total lost time per phase

3) Capacity of each lane group:

c=s% 3.9)
where:
¢ = capacity of lanes serving movement,(vph or vhphpl),
s = saturation flow rate for movement (vphg or vphgpl),
g = ef fective greentime for movement (seconds),
C = signal cycle length, (seconds).
4) Effective green time ratio:
1= % (3.5)
where:
A = proportion of the cycle that is ef fective green (g/C),
g = effective green time (seconds),
C = cycle length (seconds).
5) Volume to capacity ratio:
X= ; (3.6)

where:
X = volume to capacity ratio,
v = arrival rate (vehicles/hour),
¢ = capacity for lane (vehicles/hour).

4. RESULTS AND DISCUSSION
When estimating delay at an intersection, a number of factors come into play. The basic characteristics used to

model any intersection operation are applied the same way when modeling delay, that is, the manner in which
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vehicles depart, or discharge from the intersection when a GREEN indication is received. The following
calculations are necessary to build the model for calculating delay at an intersection.

Figure 4 illustrates a group of vehicles at a signalised intersection, waiting for the GREEN indication.

Figure 4: Vehicles waiting in queue for a green signal indication.

When GREEN is initiated, headways between departing vehicles is observed as vehicles cross the curb line. The
first headway is the time between the initation of GREEN and the crossing of the first vehicle over the curb line.
The second headway is the time between the first and the second vehicles crossing the curb line, etc. As can be
seen in the Figure 5, the first headway is longer as it includes the first driver’s reaction time, and the time
necessary to accelerate. The second headway is shorter because the second driver can overlap her reaction and
acceleration time with the first driver’s. Each successive headway gets a little smaller and the headways finally
tend to level out. The level headway, or saturation headway can be seen from the fifth vehicle in the queue as

shown in Figure 5.

Headway

1 2 3 4 5 6 7 8 9 10

VehicleinQueue

Figure 5: Headways departing signal.

The leveling off is noticed with the fifth headway. From this illustration, we can now calculate the saturation
flow rate using equation 3.2 which yields:

s= 36hﬂ= %zﬁ: 1800 vphgpl
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This means that 1800 vehicles/hour/lane could enter the intersection if the signal were always green. If there
is more than one lane, this number is multiplied by the number of lanes. In reality, the signal is not always green
for any movement. Therefore, Miller [15], Akcelik [16] developed mechanism for dealing with the cyclic starting
and stopping of a movement at a signal. This entails the calculation of the amount of green time available
(effective green time, g) to be used at a rate of one vehicle every 2 seconds (saturation headway). Calculating
effective green time g using equation 3.3:

Using data listed in Table 1 of section 3.2 and equation 3.3, we get:
g=G+Y—t=2602+294— (1+ 1) =27 seconds
Therefore, the amount of available green time to be used at a rate of one vehicle every 2 seconds is 27 seconds.

We then compute capacity of the lane serving movement, using equation 3.4:

=9 27 _
c=s;= 180070 = 694 vphpl

Thus, 694 vehicles per hour can transverse in each lane, given that the available green time is 27 seconds.

The effective green ratio is computed using equation 3.5:

1=2= % =038 seconds
c~ 70

The arrival volume is computed by adding the departure volume and the net change in the size of the queue
during the counting period as shown in Table 4. For period 1, which is 7:00 - 7:15 am, the arrival volume is
calculated by subtracting the total depature from the queue length recorded at the beginning of the study.

Table 4: Arrival Volumes

Time Period %l;e;:je Length Z'gltlg: (L‘)/ee[;’t)uture Arrival Volume
7:00 - 7:15 am 168 141 168-141=27
7:15 - 7:30 am 155 107 155+107-141 = 121
7:30 - 7:45 am 172 145 172+145-107 = 210
7:45 - 8:00 am 161 136 161+136-145=152
TOTAL 529 510

As can be seen in Table 4, between 7:00 - 7:15 am, 168 vehicles were in the queue at the start of the study
period. Out of the 168 vehicles, 141 departed on green signal indication. The arrival volume is then computed
by subtracting the departure from the queue length. Between 7:30 - 7:45 am queue length was at maximum
with 172 vehicles. This also shows a peak departure flow at 145 veh/15 min with a peak arrival volume of 210
veh/15 min. The results in Table 4 tells us that the traffic flow is not too heavy from 7:00 - 7:15 am. It then
starts to increase from 7:15 - 7:30 am, reaching its peak from 7:30 - 7:45 am. The total arrival volume is 510
vehicles per hour. It can be deduced from the results that more vehicles traverse between 7:15 - 8:00 am.
Therefore, signal timing can be adjusted to accommodate the traffic conditions during this period to ease
congestion.

Using equation 3.6 we calculate volume to capacity ratio:

x=2=3_973
c 694

Finally, calculate delay using equation 3.1:

1
_ca-»y,_ x2 e\ /32452
d= 2(1-1%)  2v(1-X) 0.65 (vz) [X ]
70(1 —0.38)? 0.73)>2 694
= ( >, (0.73) —0.65(0—p) 73 [(0.73)2+5038)]
2(1-038%0.73)  (2)(510)(1—0.73) 510

= 18.6 sec/veh

Thus, each vehicle is expected to experience 18.6 seconds of delay traversing in this interse ction.
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5. CONCLUSION

In this study, we were able to calculate the saturation flow rate, which is one of the elements that are used to
time signals and estimate intersection capacity. Most agencies use standard constant values for saturation flow,
but they vary between intersections and may vary significantly in the South African traffic network. More studies
need to be conducted at several sites in South Africa to establish saturation rates. The calculations show that
the arrival volume reaches peak between7:15 - 8:00 am.

Delay was calculated to be 18.6 sec/veh, which means that every vehicle joining the intersection delays with
18.6 seconds in the intersection before traversing. This figure is not particularly large but can be eliminated by
adjusting signal timing during peak hours. This may entail the use of technology that is able to detect or count
the number of cars in the intersection and allowing sufficient green time for vehicles to pass (traffic actuated
signal). This can improve the level of service in this intersection thereby reducing travel time for motorists.
Reduction in delay may indirectly improve productivity as people will spend less time on the road and more time
in the workplace.

More intersection delay studies need to be conducted so that we can compare the results.

Studies similar to this one need to be conducted periodically so that we have enough traffic data for South
African road network. Other studies may include delay caused by traffic signal failure in an intersection and the
impact of traffic signal syncronization. These type of studies may assist in traffic control as well as transport
planning.
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CONCEPTUAL EVALUATION TOOL FOR ASSESSING THE COMPANY READINESS LEVEL TO IMPLEMENT AN ERP
SOLUTION AS A STEPPING STONE FOR THE 4™ INDUSTRIAL REVOLUTION
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ABSTRACT

Enterprise Resource Planning (ERP) solutions aim to increase efficiency and auto mate certain business processes
to help gain a competitive edge in the market. The implementation process of an ERP system is a complex,
costly and time-consuming process, with a high failure rate. ERP failure is mostly caused by organisational and
social factors, rather than technical factors. With the Fourth Industrial Revolution on the rise, companies need
to aim at bringing together digital, biological and physical technologiesin new combinations starting with the
ERP system. This research aims at identifying the readiness level of a company to implement a system that
integrates company wide data and processesmanagement across multiple platforms, departments and locations.
The outcome of this research is a suggested framework showing the organisational readiness level for successful
Enterprise Resource Planning (ERP) implementation.
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1. INTRODUCTION

The need for Enterprise Resource Planning (ERP) systems has grown over the past decade. Companies can choose
from several different types of ERP systems that best fit their company need. Integrating an ERP system into
any company comes with several risk factors. These risk factors can be present within the ERP system itself or
within the organisation.

Before choosing the right ERP system for your company, start by inspecting whether or not your company is
ready for an ERP system. We can therefore call it the organisational readiness for an ERP.

In this research, we are discussing the readiness of a SME (Small-Medium enterprise) company to take on an ERP
system. The methodology consists of the company requirements for an ERP system and additionally if they are
ready to make the required changes. One company is used as a case study in this research.

2. LITERATURE REVIEW

2.1  Enterprise Resource Planning and its role in Industry 4.0

Companies require that one single system be implemented to replace the numerous smaller systems being used
by the various functional areas. i.e. the integration of departments and functions into one system [1]. ERP
systems are software packages used to run an organisation’s processes on a system level [2].

One of the benefits of ERP systems is that all enterprise data are collected during the transaction, stored
centrally, and updated in real time [3]. The key functional areas of interest of an ERP system are Financial and
Managerial Accounting, HR, Supply Chain Management, Project Management, Customer Relationship
Management, and Data Services [4].

Successful ERP implementation depends upon various factors known as Critical Success Factors (CSFs) [2]. CSFs
are the critical or non-negotiable features or functionalities that the potential ERP system must be able to fulfil
in order to meet the needs of the organisation [5].

This can be categorised by assessing the resulting system against the planned objectives, user expectations,
project budget and goals. Shafaei and Dabiri [3] have developed a methodology by establishing an adaption
between ERP implementation CSFs and the European Foundation for Quality Management’s Excellence Model
(EFQM) indicators in assessing organisational readiness for those that have decided to implement an ERP system.
An EFQM based model can be used to assess the readiness of an enterprise for effective and successful ERP
implementation, using CSFs as main affecting factors of implementation[3]. Similarly, Lien and Chan [6] have
developed a hybrid model based on fuzzy logic and an Analytical Hierarchy Process (AHP) methodology, that
introduces important factors of a successful ERP selection from both product and a managerial solution
perspective of ERP implementation.

Industry 4.0 is the industrial revolutionary move towards digitisation. Industry 4.0 uses Internet of Things and
cyber-physical systems having the ability to collect data to further streamline their business processes and
minimise waste [7]. Although some concepts and technologies of Industry 4.0 are still under development, there
is arisk that they are only being developed for the large manufacturing companies, for instance the automotie
industry. This could potentially endanger the SME sector which generally forms the backbone of most economies

8].

2.2 Identification of Organisational Readiness Factors

System requirements must be identified before ERP implementation can begin. These requirements will help in
identifying the knowledge, processes and communication requirements of users of a new system. Risks involved
when these system requirements are not met include: high system costs that may run over budget, late system
delivery that does not meet user expectations, high maintenance costs and possibly an unreliable system [9].

Toselectan ERP system is a time-consuming task therefore it is necessary to assess the maturity of an enterprise
in terms of factors affecting a successful implementation of an ERP system. An ERP implementation impacts the
motivation, training and competence of the existing staff [10]. Both the requirements of the technology and the
requirements of the organisation must be taken into account simultaneously [10]. Another correlation was found
between the acceptance of employees toward technologies and organisational structure factors [11].

Implementing an ERP system also tests an organisations readiness for change. Change readiness can be defined
as how an organisation’s members recognise the need for change as well as recognising the organisation’s own
capability to accomplish these changes [12]. Organisational readiness assessment is a method where different
dimensions of the organisation are assessed and the readiness of each organisational section for adopting an ERP
system is evaluated [13]. Organisational readiness factors include cultural, organisational power, supportive,
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motivational and information technology infrastructure factors [13]. Other references to organisational
readiness factors are includedin Table 1.

Table 1: Main Organisational Readiness Factors

Main Organisational Readiness Factors Literature Reviews

Information technology infrastructure [14],[3]1,[15],[161,[13], [10], [11], [17]
Finance/costing/revenue [16],[13], [17]

Culture/skills and staff/organisation [141,[31,[18],[13], [10], [12], [11], [17]
Motivation/strategy/environment [31,[18]1,[15],[16], [13], [17]
Support/structure and [141,[191,[3] [18],[151,[16],[13]1, [17]
processes/management

2.3  Organisational Life Cycle

Many different models exist to describe the life cycle of an organisation. Dodge and Robbins [20] describes a
four stage model as Formulation, Early growth, Later growth and Stability. Smith etal. [21] proposes their three
stage model as being: Start-up, Growth and Maturity. According to these models, it is evident that an
organisation moves through similar life cycles. Petch [22] proposes a five stage Organisational life cycle
describing it as: Seed and Development, Start-up, Growth and Establishment, Expansion and Maturity and
Possible Exit. For the purpose of this study, emphasis will be placed on Stages 3-5, as the need for an ERP
system grows once a company is established.

During Growth and Establishment, the main focus of the company is to manage increasing levels of revenue,
attending to customers and suppliers and accommodating an expanding workforce [22]. The Expansion phase
seesarapid increase in revenue and cash flow as a result of increased sales and established production processes
[22]. Focus during this phase should be to manage the process flow of the company to accommodate this
expansion and ensure constant growth. During the Maturity phase, the focus is to maintain the systems that are
in place to ensure that the momentum gained in the previous phase does not stagnate to a halt. High -level
management and planning systems help ensure that the core of the business can remain constant [23].

3. RESEARCH METHODOLOGY

In order to find an appropriate framework for evaluating the readiness of an enterprise for ERP implementation,
it is necessary to assess the maturity of an enterprise in terms of the factors affecting successful implementation
of an ERP system.

The research consists of an overview of current literature on the research topic. A framework is developed from
the different literature references focussing on readiness levels as well as business need analysis. The different
readiness levels are then built up from different author’s terminology and might therefore slightly differ to the
exact terminology in literature. The framework that is created is used to determine where a company is
positioned in terms of business needs and readiness level.

A company is first analysed by reading through the Readiness Level Matrix and positioning themselves within
each readiness level. Next a company undergoes a business need analysis based on their current organisational
needs.

This research uses a case study to analyse the proposed methodology and suggestions are made on how to match
the company’s readiness level to the business needs. The ERP solution provides the tool to help the company
close the gap between their business needs and their readiness level.

The information gathered is used to indicate how a company can increase their readiness level to match their
business needs. The analysis of a company is done in three consecutive steps. Firstly, the company’s business
needs are determined through a needs and as-is analysis. The second step is to determine the company’s
readiness level with the help of the readiness matrix in Table 4. The third step is to match the company’s
readiness level to their business process needs through the help of an ERP solution.

4. SCOPE

This research defines an ERP system as being a software package that can integrate all the complex business
processes, update transactions in real time and store data all in one place. Other software packages such as
small accounting software packages and less complex MRP systems do not fall into our scope of ERP systems.
When looking at readiness leves it is important to note that the term ‘readiness’ and ‘maturity’ can be used
interchangeably [24],[25],[26]. This research does not look at ERP readiness, but rather organisational readiness
for an ERP system.
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5. PROPOSED ORGANISATIONAL READINESS FRAMEWORK FOR AN ERP SYSTEM

The proposed organisational readiness framework consists of two main components: the business needs of a
company, and the readiness level matrix.

5.1  Business Need Analysis

The business needs of acompany are grouped into three stages according to the proposed business life cycle at
the time of analysis. During the Growth and Establishment phase, the business processes mainly consist of
employee and financial management system to complete day-to-day operations. As abusiness progresses through
its life cycle and expands its operations, it starts to require more complex management systems to keep up with
business process needs. Companies that focus on sales and production require systems that can manage their
procurement, sales, inventory and manufacturing processes. As a company matures in their business processes,
a need arises for higher-level process accountability and planning. Various intelligent reporting tools exist to
help with planning and feedback to ensure that the company reaches their goals. Table 2 shows the business
needs according to business life cycle model described in 2.3.

Table 2: Business needs according to business life cycle

Business Life Cycle Business Process Needs
Business Intelligence
Project Management
Maturity MRP
SystemTraceability
Asset Management and Tracking
Materials Management
Sales

Production

Expansion Procurement

Inventory Management
Stores

Part Master

General Ledger Reports
Cash Book Transactions
Growth and Establishment Accounts Payable
Accounts Receivable
Employee Roll

5.2 Readiness Level Matrix

The readiness levels are ranked from Level 1 -6. Level 1 is classified as being ready for a basic ERP. Level 6 is
classified as organisational readiness for a full ERP system. At a low readiness level, an organisation can still be
ready for some part of an ERP. The readiness level characteristics in this research are formulated from the
research donein Table 1. Each of the readiness levels are made up of five characteristics, which are described
in Table 3.

Table 3: Readiness Level Characteristics

Readiness Level Characteristic Description

Systems The presence of appropriate hardware and communication
infrastructure in organisation.

Skils and Staff Employees’ knowledge on ERP systems and the integrated
relationship towards the organisation.

Organisations Strategy Organisation can plan and predict errors. Organisation have

ability to train employees that needit. Organisationalability
to devote suitable and permanent finance for ERP
implementation. The vision of the organisation is in line with
the vision and the driving force of employees to grow the

business.

Structure and Processes Support is given throughout the organisation from top
management.

Costing and Revenue Cost models, forecasting models, and revenue expenditure

and stakeholder acceptance.

Table 3 is used to measure the readiness of the organisation. This is done in cooperation with the organisation
to measure their overall readiness.
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The overall readiness is determined by using the lowest readiness level measured. The argument is made that
the lowest characteristic is the characteristic that have a negative influence on your overall readiness. By
starting to improve on your lowest ranked characteristic level, you are improving the overall readiness level.
This will ensure that the organisation systematically builds up its overall readiness instead of having certain
outlying characteristics. The Organisational Readiness Level Matrix is described in detail within Table 4.

Table 4: Organisational Readiness Level Matrix

Level | Systems Skills and staff Organisation Strategy | Structureand Costing andrevenue

processes

6 Systems are top of the | Strong computer | The ERP system aidsin | Matured business | The organisation has
range and fully | literacy skills such as | the organisation’s | processes that adapt to | a self-financed ERP.
functional to keep the | software understanding | goals and objectives. market change. Top | Revenue sustainably
business running. The | and systemsare present [ Company is resilientto | management supports | robust through
systems are easy to uwse | throughout the | react to extermal | al the business | market variations.
and personnel has full | organisation. IT | factors. processes. System cost
understanding of the | management skills are Process flexible to react | competitive to drive
integrated process | matured. timeously to change in | uptake.
between the trends.
organisation and the
systems.

5 The organisation has the | Senior management | Top managementhas a | Top management have | The business
technical resources to | skills can be filtered | clear understanding of | the ability to ensure | processesareinplae
maintain and develop a | down to junior staff [ when their business | change management | for the organisation
fully functioning ERP. | members. Top | goals will be reached. | throughout the business | to become  self-
Al the business process | management supportto | This plan is inline with [ and ensure employee | financed.
are captured withinthe | employees. the organisation’s | training. The cost  model
ERP system. vision and mission. The supply chain is set | reliably reports the

up for future | recommended retail
development. price of the product.
Product price and
value proposition
clear and attractive.

4 Previous success in | Personnel are | Clear understanding of | Business process re- | Revenue projections
redesigning  business | disciplined and | organisational engineering is in place | based on proven
processes with upgrade | understand the changes | requirements and | for redesign and | forecasts and
to new systems. Most of | necessary for successful | functionalities of ERP | rethinking of current | accepted commercial
the business processes | implementation. system. IT as a | business process. The | data. Product price
are maintained and | Communication strategic plan for the | role of IT comes with | sustainable to ensure
most available data can | betweenemployeesand | future of their business | more responsibility as | market share
be accessed through the | the system. processes. the business is growing. | increases.

ERP system.

3 The organisation have | The employees | The need for change is | Training documentation | Revenue projections
systems in place that | understand the business | building as the business | and support is in place | backed by
can document more | and the systemsenough | is growing. | to help personnel | commercial data.
complex processes such | to be able to adapt to | Management is aware | understand the systems | Price gaps
as purchasing and sales | change. The Users’ | thattraining mustbein | processes as the | understood and
transactions. skills and knowledge of | place to help with | business grows. | roadmaps in place to
Infrastructure can | the ERP system are | change management.A | Processes in place to | address them.
maintain a  smooth | increasing. risk management | maintain inter- | Investors
integration to the strategy issetinplace. | departmental conflicts. comfor table to
upgr ade system. secur e debt.

Cost model is verified
to accur ately
forecast products
cost for quotations.

2 The technology | The organisation has | Personnel are aware | The organisational | The organisation can
infrastructure can | systemsinplacetotrain | that there exists a | hierarchy is starting to | finance their current
support the system and | personnelon the use of | need for change and | build, with more | systems and think
the resources that it | systems and general | improvement of | personnel in | about growing their
needs to maintain. An | business processes. current systems. A | management roles. The | size to keep up with
ERP legacy system is in clear plan isin place to | organisational structure | business change.
place and needs to be keep employees | can be documented and | The cost model is
upgr aded. motivated during the | managedby the system. | being validated to

changes to come. actual accounting
data.

The organisation has
basic systems in place
to do their financing
and planning such as
MRP systems and Pastel.

Organisation has a smal
number of personnel
that understands the
system. Limited
availability —of  key
oper ationalskills.

The organisation wants
to grow in terms of size
and return on
investment, but is
limited due to the
growth of business
process complexity.

The or ganisational
structure is becoming
more complex. There
exist a need for a system
that can  document
processes that the
current system cannot.
Several high level
responsibilities reside in
one person.

Key costs based on
projections with
some actual data to
verify. Cost model is
being developed to
determine the risk
management strategy
for the feasible
region.
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5.3 Organisational Readiness Framework for an ERP system

The business needs and the readiness matrix are plotted against each other with the assumption that the
relationship between thesefactors are linear in nature. The hypothesis being described as acompany’s readiness
tends to increase in terms of the characteristics described in Table 3, it progresses through the organisational
life cycle. The organisational readiness framework in Figure 1, plots the business needs as a company matures
against the company readiness level. The dotted line is a representation of this linear relationship between the
two factors.

Business Intelligence
Project Management

MRP

Maturity

System Traceability
Asset Management & Tracking
Quarantine Parts

Materials Management

Sales

Production

Procurement

Expansion

Inventory Management

Business Needs

Stores.

Part Master

General Ledger Reports
Bank Transactions
Creditors

Debtors

Growth and
Establishment

Employee Roll

Level 1 Level2 Level 3 Level 4 Level 5 Level &

Readiness Levels

Figure 1: Organisational Readiness Framework

Initially a linear relationship was approximated for the interaction between the two axes in Figure 1. After
further investigation, research found that the early stages of a business’ life cycle does not yet conform to the
necessary systemrequirements for afull ERP implementation. A more accurate representation of the interaction
would be the S-curve, also seen in Figure 1.

6. CASE STUDY RESULTS

6.1 COMPANY A: Micro-precision manufacturer of mechanical Parts

The company studied (refered to as Company A) is active in the micro-precision manufacturing of metal parts
industry with their main focus on dental components. Company A is a small enterprise (<50 employees) and
primarily manufactures for the leading dentalimplant company in South Africa. Company A uses various precious
and semi-precious metals raw-material stock for their manufactured products. Company A therefore requires
inventory tracking at all times. There are different lead times on the various inventory items that require
inventory orders to be placed at the correct time. This will ensure that the company does not end up with a
shortage of raw materials. Due to the intricasy of the components being manufactured by Company A, each
product consists of multiple manufacturing steps to reach the final geometry. The CNC machines are well
maintained, but are technilogically outdated. During production, the CNC machines can only be configured for
one machining operation at a time and thus poses a scheduling problem.

Not onlyis it difficult to schedule the machines, but the manpower to operate the machines needs to be skillfully
planned as well. There is a 4:1 ratio of machine versus manpower. Specific machine operators are only qualified
to complete certain jobs, and must be scheduled along with the machines to achieve the optimal results. The
machine scheduling is done by one person on MS Project and printed out each day for the machine operators to
follow. When the machine operators see that one machine is causing a delay on the scheduling, he/she needs
to inform the person in charge of the scheduling and the entire schedule must be reviewed and possibly altered.

The machine operators track their own work-hours and machine hours by manually loading their hours to the
operation assigned to themon a Google Documents sheet. This worksheduling is shared throughout the company
for everybody to use and follow. Their biggest customer in South Africa, requires deliveries to be made twice a
week, thus the operations must be planned in such a way to accommodate this contractual agreement. The
company has recently come under new management with a renewed vision and has set out a three year plan in
order to achieve this vision. After speaking and interacting with the employees, the general feeling is that some
will be able to adapt to change and follow the leadership of top management. Other employees that have been
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working there for longer are more resistant to change. Management is aware that ERP training is required for
all employees when considering possible improvements of their current systems. The training given to the
employees should then be specific training on the chosen ERP system for the spe cific work of each employee.

Currently their accounting is done by one person on site. Previously they had an accountant that worked off -site
and manually picked up and delivered their documents. The company has also only recently set-up a basic cost
model reflecting what their actual costs are and how much they should price their manufactured products. There
are many competitors in this niche market competing for customers in South Africa. It is important for Company
A to be cost effective and ensure a competitive pricing catalogue to remain competitive in their industry. Due
to budget and other regulatory costs, they recently lost their ISO accreditation for their products. The loss in
ISO accreditation caused international clients not being allowed to buy from them anymore.

6.1.1 Business Needs Analysis

It is clear that Company A is in need of a system to accommodate the various business needs while producing an
optimal result. As it is important to keep track of the various materials throughout the process, a materials
management system is necessary. The company also needs a financial system that can accommodate sales and
procurement.

6.1.2 Readiness Level Matrix

The company readiness level for ERP is measured to the Readiness Matrix in Table 4. The results are shown in
Table 5. In Table 5 one can see the level of readiness for each characteristic and the reason for the specific
level that was allocated. The company’s main area of improvements are within their systems, skills and staff
and their structure and processes. All of the characteristics that are seen as a weakness are currently placed at
readiness level 1 for an ERP system. Therefore, we can determine that Company A has a Level 1 Organisational
Readiness for an ERP system. Company A is placed at a readiness level of 1, as the overall level cannot be higher
than the lowest readiness level.

Table 5: Company A Readiness level

Charactetistics As-is Reasonfor achieving readiness level
Readiness
Level

Accounting on Pastel. Limited inventory management on Excel.
Systems Level1 Machine scheduling on MS Project. Googe docs for work
scheduling. One computer that runson Windows XP.

Employees have not been exposed to different work

Skills and Staff Level1 environment and improvement possibilities. Some employees
resitantto change. Certain employees only have one
responsibility.

Company A’s vision is mainly the vision of their founder. The
Organisational Level3 employees still admire the founder. 80% of their production goes
Strategy toone major client. Their main focus is to manage the material
flow within processes

One or two persons having to manage multiple roles in
Structure and organisation. Not yet resource allocation. Their main business
Processes Level1 revolves around micro precision manufacturing. Therefore the
material cost are very high, a lot of work in progress for a small
product. Basic cost modelin place.

They do their costing based on labour hours plus raw material
Costing and Level 2 cost. Accounting is mainly externaland processes are being set
Revenue in place to get internalaccounting.

Readiness Level 1 is described as already having some sort of planning system, but also having the need to
document more complex processes for their growing business. At this level you are ready for the most basic ERP
system there is to offer.

Overall, Company A has many business processes that are still in a development phase, however they have a
complex manufacturing process that can benefit from a system that documents and helps with their planning.

6.1.3 Suggested organisational readiness framework for ERP system

Currently, Company A has a higher business need than it is ready for. Figure 2 represents where they are and
where they need to be according to their business needs. Currently they are at readiness level 1 and their
business needs are classified as being within the maturity phase. The level of readiness they need to obtain in
order to correspond to their business needs is at readiness level 4. Company A will have to implement several
changes before they will be ready for an ERP system that can delivery the business process complexity they
need. They are however ready for an ERP system that can execute the basic administration and finance
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processes. This solution is in contrast with what they need, but actualy shows what they are ready for at the
moment. By increasing their readiness level, they will become ready for the system they ac tually need at the
moment.

Business Intelligence

Project Management

[ O |

System Traceability

Maturity

Asset Management & Tracking
Quarantine Parts

Materials Management

Sales

Production

Procurement

Establishment

Inventory Management

Business Needs

Stores

Part Master

General Ledger Reports
Bank Transactions

Creditors

Growth and
Establishment

Debtors
Employee Roll
Level1 Level 2 Level 3 Level 4 Level 5 Level 6

Readiness Levels

Figure 2: Organisational Readiness Framework for Company A

The suggested improvements for Company A to move to the next readiness level is captured within the Readiness
Level Matrix in Table 4. Company A can use Table 4 as a referencing benchmark tool to see the steps necessary
to move to the next readiness level. By using this method currently, they will reach the readiness level that fits
with their required business needs.

A proposed recommendation would include the implementation of an ERP solution that fits with their current
readiness level. The specific ERP solution must allow for the growth of the business as their readiness level
escalates. With this approach the company will have a plan in place to grow and also a way of measuring their
current readiness level to their future readiness level they want to achieve.

6.1.4 Suggested steps to follow to improve readiness level

The steps to follow in order for Company A to improve their readiness level is summarised in Table 6. These
steps are generated from the Organisational Readiness Matrix in Table 4.

Table 6: Suggested steps to achieve To-be readiness level

Charactetistics To-Be How to achieve this level
Readiness
Level

Company A canstart by upgrading their current computer software

Level 2 software and also think of purchasing one or two more computers.

Systems

Company A should start by giving their employees basic training on
Skills and Staff the use of computers and then focussing on gicing their employees
Level 2 training on the spesific ERP systemthat they choose to implement.
The training can be in the form of a class given on every Friday for
an hour or a basic “click and do” training doxument on the system.
This characteristic is the highest characteristic for company Aand
Organisational therefore do not need as much attention as the other

Strategy Level 4 characteristics. If Company Ado however choose to improve this
characteristictheycanstarttoassignanITteamthat canmapa
strategic plan for the future of their business processes.

Company A can improve on their business structure by giving more
Structure and | | evel?2 employees more responsibility by not givingthemmultiple roles.
Processes Employees should be rewarded for their wok by moving upin a
management position.

Company A should put a cost model in place that can accurately
Costing and forecast product sales as well as costs and quotations. Roadmaps
Revenue Level 3 should be set in place and the price gaps should be easily understood
by management. Management should also consider to growin
production size to keep up with market share.
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The steps mentioned in Table 6 is only a suggestion based on the results from Table 4. Company A has not yet
decided on an ERP system to implement. Once they do and the implementation is underway, the suggested
Organisation Readiness Matrix tool can be tested.

6.1.5 Suggested ERP solution

A possible ERP system for Company A is the Qmuzik Silver ERP system [27]. This ERP systemis a fully functioning
ERP package of which functionality/modules can be toggled on and off, depending on the specific company
requirements. The Qmuzk Silver ERP system provides companies a full ERP solution with the possibility of
expanding integrated modules easily as the specific business grows. The proposed readiness framework
integrates a readiness matrix together with a needs analysis of the company to identify the optimal ERP solution
that the company requires.

7. CONCLUSION

The solution reflected in this research does not just benefit an organisation in terms of communication, enhanced
asset management and efficiency but also provides a constant benchmark for an organisation as it progresses
from one ERP readiness level to another. Additionally, the aforementioned research will benefit an organisation
in maximising its progress to its preferred readiness level. The ability to implement a flexible ERP system allows
a company to gain an advantage through the ability to see the progress of the business processes in real time.

The gathering and feedback of data acts as a stepping stone for the fourth industrial revolution, where the
systemuses data to allow all the processes to communicate with each other. By implenting a system, the human
factor becomes less in business processes such as production. Systems allow for more automation within a
process. This is but one of the requirements for the fourth industrial revolution.Using this platform through the
implementation of an ERP system provides the opportunity for the company to be ready to integrate with the
fourth industrial revolution in South Africa.

REFERENCES
[1] M. Shacklett, “Before implementing ERP, understand its many components,” 2015. [Online]. Available:

http://searchmanufacturingerp.techtarget.com/feature/Before -implementing-ERP-understand-its-
many-components.

[2] K. Cyrus, D. Aloini, and S. Karimzadeh, “How to Disable Mortal Loops of Enterprise Resource Planning
(ERP) Implementation: A System Dynamics Analysis,” Multidisciplinary Digital Publishing Institute, Jan.
2018.

[3] R. Shafaei and N. Dabiri, “An EFQM Based Model to Assess an Enterprise Readiness for ERP
Implementation,” J. Ind. Syst. Eng., vol. 2, no. 1, pp. 51-74, 2008.

[4] SelectHub, “Key ERP Functional Requirements - Functions of ERP Systems,” 2015. [Online]. Available:
https://selecthub.com/enterprise-resource-planning/key-erp-functional-requirements/.

[5] S. Kurkovsky, “Software engineering,” 2017. [Online]. Available:
http://www.cs.ccsu.edu/~stan/classes/CS530/Slides/SE-09.pdf.

[6] C.-T. Lien and H.-L. Chan, “A Selection Model for ERP System by Applying Fuzzy AHP Approach,” Int. J.
Comput. Internet Manag., vol. 15, no. 3, pp. 58-72, 2007.

[7] M.Moore, “What is Industry 4.0? Everything you need to know,” World of Tech, 2018. [Online]. Available:
https://www.techradar.com/news/what-is-industry-40-everything-you-need-to-know.

[8] M. Andulkar, D. T. Le, and U. Berger, “A multi-case study on Industry 4.0 for SME’s in Brandenburg,
Germany,” in Proceedings of the 51st Hawaii International Conference on System Sciences, 2018, pp.
4544-4553.

[9] J. Whitten and L. Bentley, “Systems analysis and design methods,” 2007.

[10] G. Stewart, “Organisational Readiness for ERP Implementation,” AMCIS Proc., no. January, pp. 966-971,
2000.

[11] H. Wraikat, A. Bellamy, and H. Tang, “Exploring Organizational Readiness Factors for New Technology
Implementation within Non-Profit Organizations,” Open J. Soc. Sci., vol. 05, no. 12, pp. 1-13, 2017.

[12] E. Finch, “Change Readiness,” Facil. Chang. Manag., pp. 17-25, 2012.

[13] P. Hanafizadeh and A. Z. Ravasan, “A McKinsey 7S Model-Based Framework for ERP Readiness
Assessment,” Int. J. Enterp. Inf. Syst., vol. 7, no. 4, pp. 23-63, 2011.

[14]  A. A. Fadelelmoula, “The Effects Of The Critical Success Factors For ERP Implementation On The
Comprehensive Achievement Of The Crucial Roles Of Information Systems In The Higher Education
Sector,” Interdiscip. J. Information, Knowl. adn Manag., vol. 13, p. 44, 2018.

[15] F. Authors, “Journal of Enterprise Information Management Article information :,” 2013.

[16] T. Kalantari and F. Khoshalhan, “Readiness assessment of leagility supply chain based on fuzzy cognitive
maps &amp; interpretive structural modeling: A case study,” J. Bus. Ind. Mark., pp. 00-00, 2018.

[17] L. Bezuidenhout, “Emerging technologies: commercial readiness index(CRI) for medical additive
manufacturing(AM),” no. December, 2017.

3543-9 89



)
SAIIE29 Proceedings, 24t - 26™ of October 2018, Stellenbosch, South Africa © 2018 SAIIE

(18]
[19]
[20]
[21]
[22]
[23]
[24]
[25]

[26]

[27]

90

W. E. K. Lehman, J. M. Greener, and D. D. Simpson, “Assessing organizational readiness for change,” J.
Subst. Abuse Treat., vol. 22, no. 4, pp. 197-209, 2002.

A. J. Shenhar et al., “Toward a NASA-specific project management framework,” EMJ - Eng. Manag. J.,
vol. 17, no. 4, pp. 8-16, 2005.

R. H. Dodge and J. E. Robbins, “An empirical investigation of the organizational life cycle model for
small business development and survival,” J. Small Bus. Manag., vol. 30, no. 1, pp. 27-37, 1992.

K. G. Smith, T. R. Mitchell, and C. E. Summer, “Top Level Management Priorities in Different Stages of
the Organizational Life Cycle,” Acad. Manag. J., vol. 28, no. 4, pp. 799-820, Dec. 1985.

N. Petch, “The Five Stages Of Your Business Lifecycle: Which Phase Are You In?,” 2016. [Online].
Available: https://www.entrepreneur.com/article/271290.

C. M. Olszak, “Business Intelligence and Analytics in Organizations,” Springer, Cham, 2015, pp. 89-109.
J. D. Smith, “An Alternative to Technology Readiness Levels for Non-Developmental ltem (NDI)
Software,” Proc. 38th Annu. Hawaii Int. Conf. Syst. Sci., vol. 00, no. C, p. 315a-315a, 2005.

J. D. Smith I, “ImpACT: An alternative to technology readiness levels for commercial-off-the-shelf
(COTS) software,” Lect. Notes Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes
Bioinformatics), vol. 2959, pp. 127-136, 2004.

A. Tetlay and P. John, “Determining the Lines of System Maturity, System Readiness and Capability
Readiness in the System Development Lifecycle.,” 7th Annu. Conf. Syst. Eng. Res. (CSER 2009), vol.
2009, no. April, pp. 1-8, 2009.

Qmuzik, “Qmuzik Technologies (pty) Ltd.,” 2017. [Online]. Available:
https://www.gmuzik.com/index.php/enterprise-solutions/.

3543-10



SAIIE29 Proceedings, 24t - 26™ of October 2018, Stellenbosch, South Africa © 2018 SAIIE

DEVELOPMENT OF A HEALTH SYSTEM FRAMEWORK TO GUIDE THE ANALYSIS OF INNOVATION ADOPTION IN
LOW AND MIDDLE INCOME COUNTRIES

E. Leonard™, I.H. De Kock? & W.G. Bam?
Department of Industrial Engineering

Stellenbosch University, South Africa
17026946@sun.ac.za

Department of Industrial Engineering
Stellenbosch University, South Africa
imkedk@sun.ac.za

3Department of Industrial Engineering
Stellenbosch University, South Africa
wouterb@sun.ac.za

ABSTRACT

Healthcare systems face numerous challenges that put strain on the system. This is despite the countless
resources that are expended on creating innovative healthcare solutions (ranging from innovative healthcare
technologies, organisational innovations to pharmaceutical innovations). The literature on innovation and
healthcare has shown that the adoption of innovations in practice within the healthcare system is hindered and
limited. There is a need to explore and evaluate the role of the innovation system in South Africa insofar as it
impacts the adoption of innovations into the national healthcare system. As a starting point, for assessing
innovation adoption into health systems, it is necessary to be able to thoroughly describe a health system. In
this paper a consolidated health system framework is developed. The purpose of this framework is to be utilised
when developing a healthcare innovation adoption framework, i.e. as an input to the healthcare innovation
adoption framework. The methodology used to develop the consolidated health systems framework are the eight
phases of Jabareen’s conceptual framework. Jabareen’s framework is a qualitative technique for developing
conceptual frameworks. The advantages of using this conceptual framework methodology include its capability
to be modified, its flexibility and the focus being placed on understanding, rather than on predictions. The
results of this research paper are a consolidated health systems framework which was created by considering
existing health system frameworks. The consolidated health systems framework thoroughly describes all aspects
of a health system by combining elements from six existing health system frameworks. The elements of the
existing frameworks were categorised, integrated and synthesised, as per Jabareen’s methodology, to create a
complete view of a health system; which includes health processes, building blocks, intermediate objectives
and goals. This paper contributes to the field of health systems engineering by providing an exte nsive list of
existing health system frameworks and by providing a framework that combines the major aspects of a health
system to thoroughly and completely describe health systems.

"The author was enrolled for an MEng(Industrial) degree in the Department Industrial Engineering, Stellenbosch
University, South Africa.
*Corresponding author
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1. INTRODUCTION

In order to improve a country’s health system, a superior quality of research is essential [1]. Health research
encourages the improvement of a country’s health equity, performance and health systems [1]. Substantial
advances have been made in global healthcare during the past few years, and large sums of money have been
spent on healthcare research and development. During the 2015/16 fiscal year R11.3 billion was spent on
research and development in South Africa, of this 18.1% was used for health research and development [2]. Even
with these substantial amounts being spent on developing healthcare innovations, the innovations often do not
getimplemented into the healthcare systemwhere they are needed [3]. Without good implementation practices,
health research is not worth much, as Pressman & Wildavsky [4] state, good ideas have little value if they are
not implementable.

The chasm between knowledge and practice means that healthcare stakeholders are not receiving the benefits
from health advances - this could be in terms of costs or lifesaving technologies [5]. Clinical and scientific
structures have been unable to keep up with the acceleration in new scientific discoveries and technologies.
The structures, as they stand, and the available resourcesand work force, are unable to effectively translate
the new discoveries and advancements into practice. This creates missed o pportunities where people’s lives and
health could have been improved [6]. Barriers to innovation adoption can occur on several levels, including at
patient level, departmental levels, healthcare organisational level or at policy level [7]. There is a need for a
better understanding of the translation process to ensure a higher percentage of health technologies and
therapies are successfully implemented [6]. A key part to understanding this translation process is understanding
the health system. This paper focuses on developing a framework that effectively describes all aspects of a
health system, aspects that could potentially influence the adoption of innovations into practice. This includes
determining a health system’s functioning and building blocks.

Forms of health systems have existed since societies deliberately attempted to protect their health and
themselves from diseases [8]. Health systems as we currently know them have been moulded and refined from
the late 19t century health system designs [8]. Health systems are organised differently around the world;
however this is not to say that one way of organising a health systemis better than another. What is important
is that the health system’s structure enables good performance of the system’s fundamental functions [8].
Health systems are crucialin improving the health of a country [9]. From 1952 until 1992 the World Health
Organisation approximated that the implementation of new technologies and knowledge into health systems
accounted for half of the improvements in health globally [10]. The healthcare landscape is unstable, the path
that healthcare follows is unpredictable; new opportunities, challenges, legislatures and diseases constantly
arise. This unstable operating environment needs innovation [11] in order for the healthcare environment to
adapt to the ever present changes accordingly.

In this paper a health system framework is constructed using Jabareen’s [12] methodology for building
conceptual frameworks. The developed health systems framework is the first stepping stone towards
understanding how innovation adoption within healthcare works.

2. METHODOLOGY

To develop a consolidated health systems framework, Jabareen’s [12] conceptual framework was used; the eight
phases of the framework are displayed in Figure 1. Jabareen’s [12] framework is a qualitative technique for
developing conceptual frameworks. The advantages of using this conceptual framework methodology include its
capability to be modified, its flexibility and the focus being placed on understanding, rather than on predictions
[12].

Figure 1 Conceptual framework methodology developed from Jabareen [12]

3. TOWARDS A CONSOLIDATED HEALTH SYSTEM FRAMEWORK

There has been increased international interest in healthcare systems and the frameworks that describe them
[13]. How well a healthcare system performs, correlates with the achievement of health and development goals
in a country [14]. Globally institutions are realising that even with health improvement initiatives which focus
on particular healthcare outcomes, more effective and efficient healthcare systems are needed in order to
attain and sustain healthcare goals [13]. The diversity of existing healthcare frameworks emphasise that there
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is no shared understanding of what health systems are - this can become problematic when differentstakeholders
interpret health systems differently [15]. This variety is a result of people from different regions, disciplines
and timeframes understanding and interpreting health systems differently [16].

The most commonly used definition of a health system [16] is from the World Health Organisation’s World Health
Report where a health system is defined as “all the activities whose primary purpose is to promote, restore or
maintain health”, [17] this includes the resources, people, institutions and organisations whose principal aim is
to improve health [18]. In the World Health Organisation’s report Monitoring the Building Blocks of Health
Systems the definition of a healthcare system continues and includes the supply of promotive, preventative,
rehabilitative and curative care, by state and non-state actors [18].

A considerable amount of time and energy has been spent on the development of health system frameworks
[15]; leading to numerous health system frameworks being published in healthcare literature [19]. The variety
of existing health system frameworks present challenges as each healthcare system framework has been
developed with different driving forces, in terms of emphasis, scope, usability, categories, and language [20].
However all of the frameworks aim to offer an enhanced understanding of a healthcare systems (its structure,
goals and performance drivers) [15] and provide complementary health system views [20]. Among international
health system frameworks there has been a substantial amount of appropriation of preceding frameworks; this
suggests that some convergence in parts of the multiple health frameworks has occurred [15].

Through the research that Papanicolas & Smith [15] have conducted on health systemframeworks, they deduced
that there has been some convergence in the architecture, goals and problem areas of healthcare system
frameworks. This convergence suggests that value obtained from developing a completely new framework is low
[15]. When analysing a healthcare framework it is necessary to determine what the framework’s focus and
principles are as well as the understandings the author of each framework had during conceptualisation [15].

3.1. Phase 1: Mapping the selected data sources

In Phase 1 data on health systems frameworks was collected fromliterature sources; this was done by conducting
an extensive review of the health system literature available online. Refer to

Table 5 in Appendix A for the comprehensive list of health system frameworks uncovered during t he literature
review. From the literature search 49 health system frameworks were found. This is not to say that the list
contains all of the existing health system frameworks, however this list contains the major/influential
frameworks and a large variety of health system framework perspectives. Therefore these frameworks will
provide a sufficient overview of the different types of health system framework literature that exists. The
numerous existing frameworks serve varied purposes depending on their envisioned use, and on their intended
audience; a framework will emphasise certain functions or features of the healthcare system and disregard
others [19].

To complete an initial filtration process of the health system frameworks in

Table 5, the abstracts of each framework were read in order to establish whether the frameworks presented
new elements or ideas, or whether the frameworks were based too heavily on preceding frameworks.
Frameworks whose papers were not freely available were excluded. The frameworks were also screened in order
to determine whether they made use of systems thinking, which is deemed necessary, and whether the
framework was too specific to be of use (e.g. focusing on one disease). These exclusion criteriaoutput the health
system frameworks displayed in Table 6. The frameworks in Table 6 will be considered further to develop a
consolidated health systems framework.

3.2. Phase 2: Extensive reading and categorising the selected data

Healthcare frameworks can be categorised as either conceptual or evaluative [15]. A conceptual framework
provides an overview of the health system by describing, explaining and providing definitions for the health
system [20], i.e. it is a descriptive framework. An evaluative framework is a framework that is based around
actions allowing the user of the framework to evaluate and analyse aspects of the health system’s performance,
functions and factors [20], i.e. it is an interactive framework. A conceptual framework can be used as the
foundation of an evaluative framework. Whereas an evaluative framework can not necessarily function as a
conceptual framework [15].

Health system frameworks can then be further broken down according to their goals. The framework could be
created in order to understand a health system (e.g. the systems’ goals, actors, functions) [16], illustrating and
providing an overall understanding of the health system, without necessarily showing the manner in which the
systemoperates [20]. The framework could be created to compare health systems (e.g. between countries) [16],
by trying to establish which factors influence how efficient the health system’s functions are, which allows one
to understand why certain systems outperformothers [20]. The framework’s goal could be to inform change
within a health system (e.g. policy changes) [16]; or to evaluate the system [16], by describing and analysing
certain features of a health system [20].
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Another method of classifying healthcare system frameworks is to determine where the boundaries of the
healthcare system lie. There are no clear lines which differentiate between what does and what does not reside
within a healthcare system’s boundaries [14]. The complexity of health systems makes it difficult to define
precisely what components they contain, and what their starting and ending points are [17]. Thus health systems
have been described in numerous ways [19]. Dependant on how the health system boundaries have been set,
the fundamental responsibility for health improvement would rely on different stakeholders [15]. The
advantages and disadvantages of having a framework with wider and narrower boundaries as described by
Papanicolas & Smith [15] are presented in Table 1.

Table 1: Implications of health system boundaries on a health system framework, adapted from
Papanicolas & Smith [15]

Narrow boundary Wide boundary
Stakeholders held accountable more easily. More realistic view of the factors that impact
healthcare.
Areas where stakeholders are capable to make | Relationships between institutions, people and
changes can be identified. sectors are identified.

A large portion of factors that influence | Elementsincluded are often difficult to change in

healthcare are not represented. a short timeframe.
Difficulties identifying the effect the elements | Managerial roles are not clarified.
have on the environment they are in. Challenging to allocate responsibility, and to hold

role-players accountable.

Disadvantages |Advantages

A narrow boundary allows for greater accountability of healthcare system role-players during improvement
initiatives; however a narrow boundary can also introduce accountability complications seeing that many
healthcare determinants fall outside of narrow boundaries [15]. A wider boundary allows for a more complete
understanding of healthcare factors [15]. Health system boundaries can be divided into three categories [16]:

e Sub-frameworks focus on specific parts of a healthcare system;

e The frameworks category encompasses the whole healthcare system;

e Supra-frameworks are frameworks outside the limits of traditional healthcare systems: these frameworks
consider how the healthcare systeminteracts with other societal systems.

The health system frameworks have been categorised according to their goals (understanding, comparing,
informing change or evaluating) and where their boundaries have been set (sub-framework, framework, or a
supra-framework). For example a framework can be categorised as an understanding supra-framework. Refer to
Table 6 for the categorisation of the 26 existing health system frameworks that were output after Phase 1. A
visual representation of the possible categories is show in Figure 2.

Health system goals

Health system boundaries

Supra-framework

Inform change

Figure 2: Framework categorisation

Each of the frameworks in Table 6 were considered in more detail in order to determine which frameworks
would be used to develop the consolidated health systems framework. The criteria used to assess each
framework in Table 6 consists of the following:
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e The framework must account for all applicable stakeholders’ perspectives [15];
The framework should describe the objectives of the healthcare system [15];

o Al significant elements of the healthcare system should be considered [15], i.e. the framework should not
be too broad or vague;

e A systems thinking mind-set should be adopted®;
o The framework must incorporate the links between the system and the environment it exists in [9];
o The framework must provide a holistic view of a health system (it should not be too specific);
o The framework should enable an understanding of health systems and how the different components of

the systemrelate and interact with one another;

e The framework should have the ability to support the assessment of healthcare systems in low and middle
income countries;
The activities included within the health system framework’s boundary must be clearly identifiable [15];
The framework’s goal should correspond with the aim? of this investigation to the extent that without this
correspondence, considering the framework further would not be beneficial towards developing the
consolidated health system framework.

In order for a healthcare system framework to make it through this filtration step, it needs to adhere to two or
more of these previously mentioned criteria. The frameworks that remained after applying the stated criteria
to the health system frameworks in Table 6 are described in Table 2.

Table 2: Health systems frameworks after second round of filtration

Framework Category Description Source
Health systems | Understanding | This framework’s goal is to develop a common understanding of | [21]
building block | framework what a health system consists of as well as areas where health
framework strengthening measures can be applied [21]. This framework
describes six building blocks (service delivery; workforce;
vaccines, products and technologies; information; financing;
governance and leadership), which ahealth systemis composed
of [21]. The building blocks are founded on the 2000 World
Health Report, Health Systems: Improving Performance, each
building block is necessary to improve health outcomes [21].
Control knobs | Evaluating Roberts et al. (2002) conceptualise health systems in terms of | [14]
framework framework control knobs. These control knobs are a metaphor for factors
that influence ahealth system’s performance, they are discrete
aspects that significantly impact health system performance
[14]. Changing the control knobs’ settings (health system
factors) determine how the health system functions [14].
Health systems | Understanding | The health systems context framework provides an | [9]
context supra- understanding of the connections between health systems and
framework framework the environment in which the system exists [9].
Health systems | Comparing The health systems in transition framework provides countries | [22]
in transition framework the ability to generate thorough descriptions of their health
systems in a standard set up [22].
Health systems | Evaluating The health systems strengthening framework is built on a | [23]
strengthening framework foundation of four health system components. These
framework components are stewardship and governance, monitoring and
evaluation, financing system and health services [23]. Each
component consists of a combination of health system
processes, elements and functions; these components are
identified as being the areas where health systemstrengthening
activities can take place [23]. The health systems strengthening
framework emphasises that the components are inter-related,
and that adjusting one part of a component will have
repercussions elsewhere in the system.
Converging Understanding | While Shakarishvili et al. [24] did not propose a framework in | [24]
health systems | Supra- their paper Converging Health Systems Frameworks: Towards A
frameworks framework Concepts-to-Actions  Roadmap  for  Health Systems

"It is important to assume a systems thinking perspective for healthcare systems, healthcare systems display the significant features of a
complex dynamicsystem [9]. Systems thinking considers the context in which a system is operating and the system itself as a complex entity of
interdependent and interconnected parts [9]. Systems thinking is the capability to view a system as a whole, that contains multiple
inter dependent and inter connected par ts, and not just the individual com ponents [64].

2 The overall aim of this research is to develop a framework which analyses the system of innovation and the healthcare system in low and
middle income countries insofar as these systems influence the adoption of pharmaceutical and technological innovations into the healthcare
system.
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Strengthening in Low and Middle Income Countries, they
compiled elements from various health system frameworks that

correspond with each other.

3.3. Phase 3: Identify concepts

Each of the frameworks described in Table 2 offer complementary perspectives of health systems. The health
systems building blocks framework provides a succinct way of understanding health systems. The influence of
this framework can be seen in humerous other health system frameworks. The control knobs framework takes
the approach of identifying which aspects of a health system can be influenced. The health systems context
framework emphasises the importance of understanding the environment which the health systemis operating
in, as the environment will impact how well the health system operates. The health systems in transition
framework is very practical in the way that it provides a structured and a reliable method of analysing a health
system. The health systems strengthening framework provides an exhaustive list of health system elements and
highlight the fact that all of the elements are interlinked. The converging health systems framework provides a
detailed overview of health system elements.

After analysing numerous health system frameworks the concepts of a healthcare system framework that have
been deemed necessary for a complete health systems view are: context, building blocks (functions), control
knobs (processes), intermediate objectives and goals as displayed in Figure 3. Some frameworks would only
include one of these concepts, while others would include multiple ones.

Control Knobs

"!

Context

3
2 2

o =
4 g o
S = =
=
@ [} 3
) 0] @
< kS )
k] ° -
2 S =
S 2 =
m £ g
2 T
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Figure 3: Consolidated health system concepts

3.4. Phase 4: Deconstructing and categorising
In order to determine what the five health system components should consist of (i.e. the health system elements

that each health system component is made up from), the six frameworks in Table 2 were analysed. The health
system frameworks in Table 2are deconstructed into their basic elements, and these elements are categorised
according to the health system components. Table 3 displays the elements from the health system frameworks
categorised according to the proposed health system components.

Table 3: Health system framework elements categorised according to health system components

96

Health system elements
Health Health Health Health systems | Converging
systems Control knobs | systems . .
1o systems in strengthening health systems
building block framework context cps
transition framework frameworks
framework [9] framework
21
[21] [14] [22] [23] [24]
Economic; Political;
£ Legal and Health status;
se| regulatory; Socio-
el % Political; demographic;
2 | £ Demographic; Economic
= £ 3 Technological; context;
29 Epidemiological; Geography;
Socio-
demographic;
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Environmental;
. Financing; Financing; Resource creation;
a " Organisations Payment; Resource
g a and regulations; | Organisation; allocation;
~ & Resource; Regulation; Payment;
_E' g Provision; Behaviour; Organisation;
i Integration;
n_ )
& Regulation;
s Behaviour;
Service delivery; Organisation Health services; Services;
2 Health and Stewardship and | Health workforce;
.g workforce; governance; governance; Health
g Information; Financing; Financing system; | information;
=] Medical Physical and | Monitoring and | Technologies and
u.' products, human evaluation; commodities;
] vaccines, resources; Demand
g technologies; Provision of | (hassub-elements | generation;
= Financing; services; for each building | Financing;
on Leadership and block) Governance;
% governance; (has sub-
= elements for
a each building
block)
Access; Equity; Efficiency; Equity;
% i Covgrage; Chgige; Quality; Efficit’ency.;'
5 g Quality; Efficiency; Access; Sustainability;
o 5 | Safety; Effectiveness; Quiality;
E Y Access;
E :§ Coverage;
£ Safety;
Choice;
£ Improved health; [ Health; Health status; Better health;
9 Responsiveness; | Financial risk | Customer Financial
L v | Social and | protection; satisfaction; protection;
2 8 | financial  risk [ Consumer Risk Responsiveness;
+ o [ protection; satisfaction; protection; Satisfaction;
8 Improved
I efficiency;
3.5. Phase 5: Integrating

All of the health system elements in Table 3 were deliberated in order to create the consolidated health system
elements displayed in Table 4. Table 4 shows the consolidated elements of each health system component and
provides a brief description of how the elements were chosen.

Table 4: Consolidated health system elements

Elements Comments

Political [9] [22] The factors from Thomson et al. [22] framework were
E Health status [22] used as the base for the context component; their
2 Sociodemographic [9] [22] report made it clear as to what these factors entail
S Economic context [9] [22] However there are a lot of Atun & Memable's [9] factors

Geography [22] that overlap.

Resource creation [9] [24] Shakarishvili et al. [24] combined elements from both
@ Resource allocation [24] Atun & Memable [9] and Roberts et al. [14], it was
=) o | Payment [14] [24] therefore deemed appropriate to use Shakarishvili et
i~ ﬁ Financing [9] al. [24] elements as the basis for the control knobs
° 9 | Organisation [9] [14] [24] component with the exception of financing which was
€ & | Integration [24] added to the list.
S Regulation [14] [24]

Behaviour [14] [24]

Service delivery [21] [22] [23] [24] WHO's [21] building block elements were used as the
o .. | Information [21] [24] basis for the building blocks component. The health
5 <5 | Physical resources [21] [22] [24] systems building blocks framework has been influential
‘5 2 [ Human resources [21] [24] [22] in health systems framework literature, this can be
@ 2| Financing [21] [22] [23] [24] seen through Thomson et al. [22], Shakarishvili et al.

Leadership and governance [21] [22] [24]
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[23], Shakarishvili et al. [24] building blocks, which all
relate to WHO's [21] building block elements.
Equity [9] [24] Here Shakarishvili et al. [24] successfully combined
e . Efficiency [9] [14] [24] WHO [21], Roberts et al. [14] and Atun & Memable [9]
20 Sustainability [24] intermediate objectives.
© 5| Quality [21] [14] [24]
E @ | Access [21]1[14] [24]
S 9| Coverage [21] [24]
£ 7| safety [21] [24]
Choice [9] [24]
£ Improved health status [21] [9] [14] [24] The health system goals elements are based on WHO's
g Responsiveness [21] [24] [21] elements with the exception of customer
&= | Socialand financial risk protection [21] [9] [14] | satisfaction which was first proposed by Roberts et al.
< & [24] [14]. Again it can be seen that multiple frameworks
Tg Improved efficiency [21] have over lapping health system goals.
T Consumer satisfaction [9] [14] [24]

3.6. Phase 6: Synthesise
In this phase the concepts, components and elements are synthesised into a theoretical framework. The

consolidated framework was developed by considering the following objectives:

The framework can support the assessment of healthcare systems in different sub-Saharan African countries;
The framework can be linked to or integrated with a system of innovation;

The framework provides a holistic view of the healthcare landscape (framework cannot be too specific);
The framework enables an understanding of the health system and how the different components of the
system relate and interact with one another;

e The framework contributes to the development of a tool that assesses the role of a healthcare system and
an innovation system in the adoption healthcare innovations.

Figure 4 shows the Consolidated Health Systems Framework (CHS Framework) and the interactions between the
health system components.

Control Knobs

Resource Resource . . Organi - : _ _
creation Al Payment Financing S Integration Regulation Behaviour

Economic
context Geography

Health
Political status

Intermediate

L Health system goals
objectives Y g

Building blocks

Sociodemographics

Figure 4: Consolidated health system framework (CHS Framework)
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3.7. Phase 7 and 8: Validating and rethinking

Phases 7 and 8 do not come into play yet. Validation and rethinking the CHS Framework will take place when
the framework for health innovation adoption is developed. The consolidated health systems framework is an
input for the development of the innovation adoption framework. Validation and rethinking of the CHS
Framework (along with the other inputs) will have to occur within the context of innovation adop tion, when
developing the overall innovation adoption framework.

4, CONCLUSIONS

A considerable amount of time and energy has been spent on the development of health system frameworks
[15]; leading to numerous health system frameworks being published in healthcare literature [19]. The variety
of existing health system frameworks present challenges as each healthcare system framework has been
developed with different driving forces, in terms of emphasis, scope, usability, categories, and language [20].
Among international health system frameworks there have been a substantial amount of appropriation of
preceding frameworks; this suggests that some convergence in parts of the multiple health frameworks has
occurred [15].

The aim of this research paper was to develop a consolidated health systems framework using existing
frameworks which were found in literature to create a framework that combines all major aspects of a health
system to thoroughly and completely describe health systems. In Section 3.2 the existing health system
frameworks were categorised. One of the criteria for the categorisation was where the boundaries of the health
system framework have been set. The boundaries could be at sub-framework level (focus on specific parts of a
health system), at framework level (encompasses the whole healthcare system), or at supra-framework level
(considers how the healthcare systeminteracts with other societal systems). Sub -frameworks were deemed too
specific, supra-frameworks were deemed too vague, and frameworks were deemed to be missing aspects or
elements necessary to appropriately describe a health system; an ideal framework would include the details of
the framework level while still considering the aspects of a supra-framework i.e. the context of the health
system. Rather than choosing an existing health system framework, combining numerous frameworks to create
a comprehensive framework was deemed best, as none of the analysed frameworks contained all the elements
that were found across the various evaluated frameworks. This meant being able to get the best aspects of the
supra-framework and of the framework categories in the CHS framework.

As per the name of the developed framework, the Consolidated Health System Framework, this framework
consolidates all aspects (elements and components) of previous frameworks to provide a comprehensiwe,
consolidated view of the health system. Jabareen’s [12] methodology for building conceptual frameworks was
followed. The 49 frameworks found through the literature search were filtered down to six health system
frameworks. The details of these six frameworks were used, deconstructed, categorised and integrated to form
a single consolidated health systems framework. The consolidated health systems framework is the first stepping
stone towards understanding how innovation adoption within healthcare works. The CHS Framework differs from
the existing health system frameworks in the way that it thoroughly and comprehensively describes a health
system. This is due to the CHS Framework being developed by combining elements from preceding health system
frameworks. The consolidated health systems framework is an improvement on existing frameworks as it displays
an overview of a health system, using concepts and elements from the existing frameworks in such a way that a
new thorough representation of a health system, that can be used for a variety of purposes, has been created.
None of the analysed frameworks in Table 2 contain all of these elements and concepts in a single framework.
The developed framework can be used by future researchers when an overview of a healthcare system is
required. Recommendations for future work would be to use this framework in the context of an actual
healthcare systemto determine whether there are still aspects missing. Further the consolidated health systens
framework needs to be rethought and validated by health industry experts in future work.
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6. APPENDIX A: Health system frameworks

Table 5 List of existing health system frameworks

Framework Source
1 Actors framework [25]
2 Analysing health systems to make them stronger [26]
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3 Assessing governance in developing countries’ health systems [27]
4 Behavioural healthcare framework [28]
5 Comparing healthcare systems with resource profiles [29]
6 Component elements of health systems [30]
7 Control knobs framework [14]
8 Converging health systems frameworks [24]
9 Core Functions framework [31]
10 | Country level analysis of healthcare financing [32]
11 | Dimensions of health system reform [33]
12 | Distributional aspects of national health insurance [34]
13 | Econometric model of the healthcare system [35]
14 | Effect of National Health Insurance on Medical Care [36]
15 | Essential functions of public health [37]
16 | Essential Public Health Functions [38]
17 | Framework for high performance health systemin the United States [39]
18 | Framework for monitoring and evaluating performance [40]
19 | Global trade and health [41]
20 | Health policy and system performance [42]
21 | Health priority setting [43]
22 | Health system framework to improve maternal, neonatal and child health (MNCH) [19]
23 | Health system functions and goals [17]
24 | Health system governance [44]
25 | Health system key institutional components [45]
26 | Health system performance measurement and management [46]
27 | Health system shelter [47]
28 | Health systems and their context [9]

29 | Health systems in transition [22]
30 [ Health systems strengthening framework [23]
31 | Healthcare and the macro-economy [48]
32 | Healthcare expenditure and health outcomes [49]
33 | Healthcare organisation performance framework [50]
34 | Healthcare systemreform [51]
35 [ Human resources and health outcomes [52]
36 | International health system performance comparison [53]
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37 | Monitoring and evaluating framework of health systems strengthening [54]
38 | OECD Health Care Quality Indicators Framework [55]
39 [ Primary healthcare [56]
40 | Public health grid [57]
41 | Stewardship health system framework [58]
42 | Strengthening health systems [59]
43 | Structured pluralism model of healthcare systems reform [60]
44 | The Global Fund health systems strengthening [13]
45 | The health impact pyramid [61]
46 | The World Bank: healthy development [62]
47 | WHO health performance framework [8]

48 | WHO health system building blocks [21]
49 | WHO primary healthcare framework [63]

Table 6 Health systems frameworks after first round of filtration
Framework Type of framework Source

1 Actors framework Understanding framework [25]
2 Analysing health systems to make them stronger Informing change framework [26]
3 Behavioural healthcare framework Evaluating framework [28]
4 Component elements of health systems Understanding framework [30]
5 Control knobs framework Evaluating framework [14]
6 Converging health systems frameworks Understanding supra-framework [24]
7 Core Functions framework Informing change framework [31]
8 Dimensions of health system reform Informing change sub-framework [33]
9 Econometric model of the healthcare system Understanding sub-framework [35]
10 | Essential Public Health Functions Evaluating framework [38]
1 Ereir;:)erm(;:f:zor monitoring and evaluating Evaluating framework [40]
e e e ™ | Gatatig b aeworc | )
13 | Health system functions and goals Understanding framework [17]
14 | Health system governance Understanding framework [44]
15 | Health system key institutional components Informing change supra-framework | [45]
16 | Health systems and their context Understanding supra-framework 9]

17 | Health systems in transition Comparing framework [22]
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18 | Health systems strengthening framework Evaluating framework [23]
19 | OECD Health Care Quality Indicators Framework Evaluating supra-framework [55]
20 | Public health grid Informing change sub-framework [57]
21 | Stewardship health system framework Understanding supra-framework [58]
2 Structured pluralism model of healthcare systems Informing change framework [60]
reform

23 | The Global Fund health systems strengthening Evaluating supra-framework [13]
24 | WHO health performance framework Evaluating framework [8]

25 | WHO health system building blocks Understanding framework [21]
26 | WHO primary healthcare framework Informing change sub-framework [63]
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ABSTRACT

Small margins within the packaging industry mean financial success in this field relies on high equipment
availability. To achieve this high equipment availability, maintenance schedules should be carefully planned to
minimize downtime. A key component of maintenance schedule planning is predicting equipment utilization.
This can prove very difficult as there are many variables such as market demand, seasonality of products,
capability and diversity of equipment, and inherent reliability, to name a few. Even some of the leading players
in the packaging industry treat the complexities and chaos involved with predicting equipment utilization as a
topic best avoided. Current approaches to this problemrange from no prediction at all to only a simple linear
extrapolation.

This paper investigates the merits of using machine learning algorithms to predict equipment utilization in the
packaging industry with the aim of optimizing maintenance schedules. Machine learning entails pattem
recognition of past data and inclusion of pertinent variables in the present to forecast behaviour. This paper
begins with a brief literature review of the field before using data, obtained from a multinational packaging
company, to test some of the most promising methods of machine learning in a case study.

' The author was enrolled for an B Eng (Industrial) degree in the Department of Industrial and Systems
Engineering, University of Tennessee

2 Business Intelligence Engineer

3 Extraordinary Professor, Department of Industrial Engineering, University of Stellenbosch
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1. INTRODUCTION

1.1 1.1 Problem Statement

Successful packaging companies depend on high availability of their equipment for financial success. Breakdowns
are detrimental to availability and maintenance must be performed regularly, in a minimally disruptive manner,
to achieve high equipment availability. To ensure equipment availability, maintenance plans are created for
machines in an attempt to replace parts before they break. These maintenance plans normally contain three
types of tasks, namely: condition based, time/calendar based, and usage based. Condition based tasks usually
have certain limits in which the condition of the part must be. If the part’s condition falls outside the specified
limits, the part is replaced. Common features which are measured include vibration, heat, wear and tear, as
well as noise. Time or calendar based tasks are used when parts need to be cleaned or replaced periodically,
regardless of their use or the time on the asset. Finally, usage based tasks are used to replace parts which should
be replaced after it has been used for a specified number of cycles or running hours. Usage based scheduling
will be the only maintenance type investigated in this paper. The time of work order (collection of tasks)
execution needs to be predicted before the tasks are due so that the planning department can ensure all
resources are available at the time of the service. Currently, the date at which a usage based service will be
done is forecasted by looking at the asset’s average usage over a number of past readings and then using that
average usage per day when making a future prediction. The number of readings used to calculate the average
usage can either be a predefined number or all of those that fall within a fixed time period. The current method
employed by the packaging company uses a predefined number of meter readings to calculate the average daily
usage. Machine learning, with its unique ability to adapt to different problems and harvest information from
large data sets, has the potential to create more accurate usage predictions than the current method. While
other solutions do exist, this paper will focus solely on the merits of machine learning when applied to machine
usage prediction

With the creation of such software as Microsoft’s Azure, IBM’s Watson, and TensorFlow, machine learning
integration has never been easier or more accessible. As computational resources are constantly becoming more
readily available, numerous applications are still being discovered. Machine learning has been utilized by power
plants to predict electricity usage and detect malicious energy usage [1]. It has been used to diagnose and
classify cancers, with higher accuracy and precision than doctors [2]. Machine learning can also be used to
optimize manufacturing processes while increasing product quality and decreasing process testing costs [3]. It
has been used to create better marketing and pricing strategies within the steel industry by predicting raw steel
prices [4]. Machine learning has even been used to predict stream flows, providing important information for
hydrological studies [5]. The success machine learning has had in these and other applications warrants an
investigation into how it can improve machine usage predictions.

This paper begins investigating the merits of predicting equipment usage with machine learning with the aim of
optimizing maintenance schedules by conducting a literature review. Since the review revealed no sources that
considered this use of machine learning, similar applications were researched. From this research, a generic
method was constructed to use machine learning to predict equipment usage. This method is then tested in a
real world case study to test the performance of machine learning and investigate if and by how much it can
improve on the current prediction method.

1.2  Machine Learning: An Overview

Machine learning can be divided into two categories, namely: unsupervised and supervised. When given
unlabeled data points, machine learning can find an underlying pattern. This is known as unsupervised machine
learning. When given labeled data points, machine learning can detect anomalies, make classifications, or
predict numerical values. These are types of supervised machine learning and are called anomaly detection,
classification, and regression respectively. To create usage predictions, numerical values need to be predicted,
so supervised regression machine learning will be used in this study.

Supervised regression begins with the collection and preparation of data. During the preparation phase, missing
and incorrect values in the dataset are identified and corrected. This data is then split into a training set and a
testing set. The training data is used to train the chosen algorithm. Every algorithm creates predictions
differently and uses the training data to create, optimize, and validate these prediction decisions. Features can
be selected before the algorithm s trained, known as the fitler method, or while training the algorithm, known
as the wrapper method. Once the algorithm has been trained with the chosen features, the algorithm then
makes prediction on the testing data set. The accuracy of predictions is calculated by a prediction error, or the
difference between predicted and actual outcome. The lower the error, the more accurate the algorithmis in
making predictions. The stepsoutlined above are summarized in the Figure 1, seen below.
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Figure 1: Overview of Machine Learning

1.3 Literature Review

There is currently very little research on using meter readings for predicting the future use of packaging
mac hines using machine learning. However, the application of machine learning to improve prediction accuracies
is prevalent in the literature. The most similar application found was the use of machine learning to predict
electricity usage. These sources provided the framework for the literature review with other sources
supplementing the specific considerations of machine learning.

After acquiring electricity usage data, one source identified incorrect values as those above the average of a
continuous period of time [1]. The incorrect values were then replaced with that average [1]. Missing values
were filled in with interpolation by one study [1] and linear extrapolation in another [6]. After preparing data,
one study considered the distribution of the data with Q-Q plots and the Shapiro Wilks test [1]. This study
considered using the Kolmogorov-Smirnov test as well, but did not because this test can only be used if the
cumulative density function is known [7].

To divide the data into a training and testing set, the past 500 hours of data was used as the training data to
predict the next 48 hours of testing data [1]. In another instance, the training set was composed of four years’
worth of data and the testing set was composed of the most recent year of data [6]. Data sets can also be sp lit
using random splits [8] and K-folds [9]. If the data set is extremely large, learning curves can be used to limit
the training data. As data set size increases, algorithm accuracy increases greatly at first. Eventually, algorithm
accuracy sees marginal improvements as data set size continues to increase [10].

Feature selection for predicting electricity usage was done using the relieff algorithm [1] and the statistical
properties of the features [6]. Both of these are examples of filter algorithms which are better suited for large
datasets [11]. A wrapper method of feature selection is more time intensive, but provides information about the
interaction of features [12].

The two main types of wrapper selection algorithms are forward selection and bac kward elimination [13].
Although these algorithms work quickly, they do not always return the most helpful subset of features [13]. The
accuracy of these algorithms can be improved by using a combination of the two algorithms [12].
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Boosted decision tree [6], support vector machine [1], and neural network [1] algorithms have all been used to
predict electricity usage. The efficiency at which the decision forest regression method operates also makes a
popular choice of algorithm for large data sets [14].

Although the literature review did not reveal any publications in which machine learning was used for the same
objective as this paper, enough elements of the larger machine learning process were found to construct a
methodology in which the problem under review can be addressed. In the next section a proposed solution is
constructed with which the paper objectives can be achieved.

2. PROPOSED SOLUTION

The findings from the literature review were used to create a proposed solution for more accurate machine
usage predictions with machine learning. Data will be prepared by filling missing values with linear extrapolation
[6]. Incorrect values rarely occur as meters are maintained regularly and data is validated upon capturing to
draw attention to possible mistakes. The most recent year of data will be withheld for testing and the rest will
be used for training [6]. Learning curves based on data set size will be used to further reduce the testing set
size and shorten training time [10] if necessary. Features will be selected with a combined forward selection
and backward elimination wrapper algorithm [13]. The boosted decision forest regression algorithm will be used
to create predictions because of its short training time, high accuracy, and insensitivity to parameters [14].
Successwill be measured by reduction of total prediction error. This error can be further classified into over
maintenance and under maintenance. When a maintenance task is executed before it is required, it is called
over maintenance. This inaccuracy results in increased replacement part costs and increased labor costs. A
maintenance task occuring after the scheduled meter reading is known as under maintenance. This results in a
higher probability of a breakdown occurring. Breakdowns can be very costly as they result in lost production
time, unavailability of artisans, costly expedition of replacement parts, and in some cases loss of the product in
the machine at the time of the breakdown. The proposed solution is outlined in the following figure (figure 2).

Obtain Data

\ 4

Fill missing values with linear interpolation

\ 4

Consider distribution of data

\ 4

Withhold most recent year of data for testing

\ 4

Feature Selection 4

v [ Testing data J

Train algorithm

\ 4

Test algorithm accuracy

Figure 2: Flowchart of Proposed Solution
3. CASE STUDY

An algorithm can be trained to predict meter readings in a variety of ways. This paper will consider three
different methods. First, a reading will be predicted for a certain future date. Secondly, the amount produced
between the current date and future date will be predicted, then added to the current reading to construct the
future reading. Lastly, daily rates will be predicted for every day between the current and future date, summed,
and then added to the current reading to predict the future reading. These rates are referred to as Average
Daily Rates (ADRs) within the industry.
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3.1 Case Study Data

Data for this case study comes from a multinational packaging company with over 50,000 assets. These assets
are fitted with meters which record the total hours that a machine has been operational. When a reading is
taken, the date, unique meter code, and total hours of operation are recorded. Additional information such as
meter location and brief description of product is obtained from the asset attached to the meter. The time span
between readings varies by meter location and date. More recent readings have a shorter time span than older
readings. If an asset is refurbished, the meter is often adjusted (reset) to reflect the age of the asset after the
refurbishment. For the case study, 500 meters without meter resets were selected. These meters were evenly
divided among the five cluster locations to ensure an adequate distribution.

Also used in this study was the most recent year of scheduled work order data. Work order data includes a work
order code, meter code, date of work order creation, and date the work order was scheduled for (due date).
The work orders are scheduled for certain hour readings and the due date of the work order is calculated by
extrapolating the last x number of meter readings to predict when the meter will reach the reading of the work
order.

3.2 Reading Predictions

To create a training data set for reading predictions, the span between between work order creation and the
work order due date was calculated for each work order. These values were then averaged for each meter. The
training data was constructed to reflect this average time span. For every reading and date, a previous reading
and date were selected such that the difference between date and previous date closely matched the average
span found from the work order data. This created two additional features of previous reading and time between.
When avalue was missing the preceding reading and date were used.

All features of the reading data were included as well as the days between and previous reading features.
Combined forward selection and backward elimination was used to select the most helpful subset of features.
They were determined to be days between and previous reading. This created a relatively small training set, so
all data except for the most recent year was used for training.

The decision forest regression algorithm was then trained with this data. Parameters were selected using a
partial grid sweep. This algorithm proved to be much less accurate than the current prediction method. One
algorithm was then trained for each cluster to reflect locational differences. These cluster specific algorithms
created more accurate results than the single algorithm, but were still not more accurate than the current
prediction method.

3.3  Amount Predictions

The same data preparation technique used to construct the predict readings data was again used to construct
the predict amounts training data. Instead of of using the previous reading feature, an amount feature was used.
This amount feature was constructed by subtracting the previous reading from the reading. Using forward
selection and backward elimination, days between and cluster were selected as the best subset of features.
With only two features, the data set size was quite small, so all data after the most recent year was used for
training.

After training one decision forest regression algorithm, no improvement in prediction accuracy was seen against
the current method. Therefore, 5 algorithms were trained, one per cluster. Parameters were selected with a
random grid sweep. Using these algorithms, the total absolute error of one out of the five clusters was reduced
by 26 610 units. All other clusters saw an increase in total absolute error. As the total absolute error was not
decreased for these algorithms, maintenance costs would not be reduced either.

3.4 ADRPredictions

The final prediction method in this case study was predicting average daily usage. Data was prepared by finding
the ADR between each reading. As readings are not taken every day, missing values were filled with linear
interpolation.

In addition to the eight features included with a reading, five additional features were mined from the data. To
account for seasonality, the month of the reading was added. Additionally, ADRs were averaged based on day of
the year, for each of the four location features. Using combined forward selection and backward elimination;
site code, meter, reading on, customer plant description, description, and month were selected as the most
helpful features.

3552-5
109



SAIIE29 Proceedings, 24t - 26! of October 2018, Stellenbosch, South Africa © 2018 SAIIE

The training data set size for this prediction type was quite large, so a learning curve was constructed for data
set size. Using data from 100 meters, percentages of the meters were used to predict the most recent year of
all meters. Ten meters, representing 10% of the data, were randomly selected and used to train the ML
alogrithm. The resulting trained algorithm was then used to predict ADR for all 100 meters and the mean error
was recorded. This process of random selection was then repeated five times for each 10% increment. The five
mean error values for each increment were then averaged and plotted in Figure 3. From the graph, it was
determined that a subset of 50% of the meters would provide sufficient accuracy.

Learning Curve
8.5

7.5
6.5

5.5

Mean Error (hours per day)

0% 20% 40% 60% 80% 100%
% of meters

Figure 3: Mean error per day as a function of the percentage of available meters used to train the
machine learning algorithm.

To increase accuracy, one algorithm was trained for each location cluster. Parameters were chosen for each
algorithm with a partial grid sweep. The accuracy of the algorithms was then calculated with the most recent
year of work order data. This was done by summing the ADRs between the most recent reading date to the work
order creation date and work order due date, then adding this value to the most recent reading to the work
order creation date.

The current method of meter reading prediction saw a total absolute error of 360 032 hours. If the machine
learning method had been used over the past year, it would have had a total absolute error of 296 100 hours.
Thus, machine learning was able to reduce the total absolute error by 63 931 hours (17.8%). These hours can be
further divided into over maintenance and under maintenance hours. The current method had 272 811 hours of
under maintenance, while the machine learning method had 113 087 hours of under maintenance, a reduction
of 159 724 hours. Over maintenance hours for the current method were 87 221. The machine learning method
had 183 031 hours, an increase of 95 810 hours. These errors are further summarized in the box and whisker plot
in Figure 4.
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Figure 4: Box and whisker plot showing the distributions of the mean error of the current prediction
method and the machine learning algorithm.

An ideal prediction method would have a total absolute error of zero. As no prediction method will be ideal, a
reasonable accurate prediction method will have prediction errors centered around zero error, specifying
accurate predictions, and a small spread from the zero error, translating to a precise error. The centering of
the errors can be considered by the median and mean of the errors. The machine learning method had a mean
error of 40,00 and a median error of 8,09. The current prediction method had a mean error of -106,17 and a
median error of -70,98. As the absolute value of the mean and median error for the machine learning method is
less than the absolute value of the mean and median error for the current method, machine learning creates
more accurate predictions than the current prediction method.

The spread of the errors can be considered by adding the absolute values of the upper and lower whiskers on
the box plot. The machine learning method had a spread of 836,07. The current prediction method had a spread
of 900,18. As the machine learning method had a smaller spread, it is the more precise prediction method.
Because the machine learning method was more closely centered on the zero error line and had a smaller spread,
it is both more accurate and precise than the current prediction method.

The monetary savings of using machine learning instead of the current method are difficult to quantify,
particularly for under maintenance. The costs associated with under maintenance vary greatly based on t he part
or parts that break, availability of those parts, and lost production, to name a few factors. However, a
breakdown does not occur every time a machine is under maintained. Therefore, the true cost of under
maintenance is the probability of a breakdown occurring for each hour under maintained multiplied by all
associated costs of a breakdown. As breakdowns are not always recorded, and their costs are so variable, data
was not available to construct an average cost for each hour of under maintenance.

Calculating over maintenance is much simpler as it only involves the cost of labor and parts. These values are
known so the average cost of over maintenance can be calculated. However, without knowing the cost of under
maintenance, this value does not provide an accurate picture of cost saved. Therefore, reduction of total error,
error spread, and median error value should be used as the determiner for success.

4. CONCLUSION

Like most industries, financial success within the packaging industry relies on high equipment availability. In
turn, this high availability relies on maintenance schedules to minimize downtimes. One way of creating these
maintenance schedules is through machine usage predictions. The current method of predicting machine usage
considers the last certain number of meter readings to create a future prediction. With a total prediction error
of 360 032 hours for 500 meters over the past year with this method, there is great room for improvement.

Machine learning was considered as a viable option for creating improved usage predictions in this paper. A
literature review was conducted and a proposed solution was created from that review. This proposed solution
was then applied to three prediction types. First, readings were predicted. This method produced less accurate
results than the current prediction method. Secondly, production amounts between two dates were predicted.
This method created slightly more promising results. It did create improved predictions for one out of the five
clusters, but for every other cluster it created less accurate predictions. The final method tested was ADR
predictions based on the month. When scored on the most recent year of work order data, is reduced the total
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error by 63 931 hours. Extrapolating that across all 50 000 meters, that translates to a total amount of hour
reduction of 6 393 100. The only drawback of the machine learning method was that it is more prone to under
maintenance than the current method. Unfortunately, the costs associated with these hours was not able to be
calculated due to unavailability of data.

While the total costs saved could not be calculated, machine learning still shows improvements from the current
method of machine usage predictions. It reduced the total absolute error of predictions on the 500 meters
selected for testing. Furthermore, it shows every indication of extending that prediction accuracy to all 50 000
meters. In conclusion, machine learning was able to create more accurate machine usage predictions than the
current method, enabling the creation of more accurate maintenance schedules.

5.
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ABSTRACT

The Industry 4.0 paradigm focuses heavily on decentralisation, modularity and interoperability. These principles
form the foundation for an effective Industry 4.0 ecosystem. The South African heavy industry still relies heavily
on the traditional approach to centralised monitoring and control. Various Industry 4.0 initiatives have howe ver
been proposed and implemented in the heavy industry sector. For these initiatives to operate effectively, a
stable network layer is required to facilitate reliable data transfer. To achieve data transfer over large
geographical distances, most industrial information systems make use of mobile cellular networks, which implies
the use of subscriber identification modules (SIMs) and supporting hardware such as network routers. The
mismanagement of SIM cards can however result in excessive communication costs, which can in turn hamper
the effectiveness of wireless data transmission. This paper presents a comprehensive information and asset
management system to assist with overall SIM card management. The system allows for the accurate analysis of
communication costs and ensures transparency both in the financial domain and in the physical domain. Results
in this paper illustrate the effectiveness of this system in isolating communication anomalies that result in
excessive data costs. The results show that the system can improve the quality and reliability of wide-area
wireless telemetry and maintain indirect expenses that are associated with industrial information system
communications. The proposed system assisted in reducing overall wide -area wireless communication cost with
approximately 62%.
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1. INTRODUCTION

The term Industry 4.0 is a relatively new concept that is still considered to be in its infancy. Industry 4.0,
initiated by the German government and presented at the Hannover Trade Fair in 2011, aims to address growth
challenges in the European manufacturing sector [1]. The primary objective of the Industry 4.0 paradigm is to
promote digitisation and integrate technological collaboration between various industrial systems [2]. For
Industry 4.0 initiatives to be successful, various principles such as decentralisation, real-time production,
modularity and interoperability need to be integrated into traditional methods of production [3].

The South African heavy industry, such as the mining and steelindustry, still makes use of traditional centralised
approaches to monitoring and control of production and assets [4]. This makes a full shift to decentralised and
autonomous monitoring and control infeasible since the infrastructure to support Industry 4.0 initiatives must
still be incorporated into the current industrial architecture. Various Industry 4.0-related initiatives and
methodologies have however been proposed and implemented in the South African heavy industry. These
initiatives mostly focus on indirect support and service delivery and includes condition-based maintenance
systems, energy management information systems, automated bill analysis systems and remote monitoring and
maintenance systems [5-8].

A fundamental component required to facilitate Industry 4.0 is the “Internet of Things” (IoT) to achieve its main
goals [9]. The interconnection of individual devices allows for the transmission and reception of data. Data
gathered by individual devices can then be used for intelligent decision-making purposes. This layer of
intelligence, realised by 10T, allows devices to operate collectively in order to achieve predefined goals [10].

The fundamental component to the systems mentioned above is the communication network used to relay raw
data from industrial sites to decentralised storage and computing infrastructure. To achieve data transmission,
these systems make use of wide-area wireless telemetry networks, such as mobile cellular networks [11]. To
utilise mobile cellular networks for data transmission and reception, subscriber identification modules (SIMs), as
well as related hardware systems such as network routers, must be implemented at each remote industrial
endpoint [12]. Mismanagement of these modules can result in additional expenditures and network instability,
which in turn can effectively hamper the quality and reliability of Industrial IoT (lloT) information systems
discussed above.

Based on the context and challenges discussed above, the objective of this paper is to present and emphasise
the value of an information and asset management system for SIM cards used by existing lloT applications. To
achieve this objective, the following sections will:

e present an architectural overview of industrial information systems in the context of the Industry 4.0
domain;

e discuss key challenges that can hamper the network layer quality and stability of industrial information
systems;
introduce a comprehensive information and asset management system to address SIM management; and
analyse results of the information and asset management system to emphasise its value in industry.

2. AN OVERVIEW OF INDUSTRIAL INFORMATION SYSTEMS

This section aims to introduce an architectural overview of industrial information systems. A generic description
of industrial information systems is first presented, after which two information system examples are provided
to highlight critical points in the overall operation of these systems.

Industrial information systems typically follow an input-output service delivery model. For these systems to
provide valuable feedback for decision-making purposes, data must first be provided from various sources. Raw
data is then stored and processed in a decentralised storage and computing environment, after which
information is relayed to visual dashboards for user notification purposes. Figure 1 gives an overview of the
operation of an industrial information system.
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Figure 1: An overview of an industrial information system.

An industrial information system can be divided into three main parts namely, the physical layer, the network
layer and the application layer. The collection of raw data takes place in the physical layer. Various sensors and
actuators can be used to performthis task, but it is also possible to make use of an existing industrial supervisory
control and data acquisition (SCADA) system to collect data.

The data obtained from industrial endpoints must then be transmitted to a decentralised storage scheme for
data processing and storage. Cloud-based systems are used to allow for decentralised accessibility. Wide -area
wireless communications, such as the Global System for Mobile communication (GSM), is used to transmit data
to the cloud-based facility. This requires industrial GSM routers to be installed at industrial endpoints. Each
router must also be fitted with a SIM card for connection to a mobile service provider network. Various works in
literature emphasise the importance of wide-area wireless communications in loT applications [11, 13-16].
Without a stable network layer, industrial information systems will be rendered inoperable.

Processed data can be relayed to users at the application layer. From here, system statuses can be viewed and
informed decisions can be made. The decentralised nature of the storage and processing subsystem allows users
to gain access without being restricted to certain geographical locations. All users are provided with system
credentials for security purposes. Figure 1 illustrates a basic overview of a typical industrial information system.
Two examples of existing systems in industry are provided below. An architectural overview of each system is
given. Limitations and benefits of each system are also presented.

2.1 Example A: An Energy Management Information System (EMIS)

Goosen et al. [7] proposed a comprehensive energy management information system with the objective of
providing industry with the ability to comply with various energy management standards, legislation and
incentive structures. The system facilitates data collection and storage processes, as well as data analysis
methods to provide users with accurate energy reports. Input data is provided to the system from external
metering parties, the state-owned electricity utility Eskom, as well as direct input from industrial SCADA
systems. Accurate energy reports are then provided as output. The energy reports can be viewed in document
format, or the data can be viewed on real-time electronic dashboards. Figure 2 below gives an operational
overview of the EMIS.
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Figure 2: An operational overview of an EMIS (adapted from [7]).

The system proposed by Goosen et al. [7] provides an efficient and time effective way of allowing energy
consumers to track their energy consumption and compare it to historic profiles. This system promotes
decentralisation and is easily expandable. Goosen further expanded this system by incorporating an automated
process where electricity bills are analysed [6]. This further improved the robustness of the EMIS and provided
energy consumers with valuable information. The EMIS relies heavily on the GSM network for data transfer.
Should intermittent connectivity issues present themselves, the EMIS will effectively be offline. The quality and
stability of wide-area wireless communications is therefore considered to be a critical component to the
effective operation of this system.

2.2 Example B: A condition-based maintenance system

Van Jaarsveld et al. [8] proposed a condition-based maintenance system with the objective of providing industry
with the ability to accurately determine in real-time fashion the status of vital assets, such as pumps,
compressors and fridge plant units. This system follows a similar approach to that of the EMIS proposed by
Goosen etal. Only one sourceofinputis used, which is the industrial SCADA system. Various status and efficiency
parameters are monitored, such as vibration characteristics, temperature levels and trip counters. Data is
transmitted in real-time fashion to a decentralised processing and storage unit, after which the processed data
is relayed to visual dashboards. The transmitted data is processed for exception reporting, as well as “Safe,
Caution, Risk, Failure” (SCRF) assessments. Figure 3 below provides an operational overview of the condition-
based maintenance system.
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Figure 3: An operational overview of a condition-based maintenance system (adapted from [8]).

The system proposed by van Jaarsveld et al. [8] provides a unique and effective way of allowing industry players
to know the operationalstatus of criticalassets. This improves maintenance processesand prevents unnecessary
capital expenditures. As with the EMIS discussed above, this condition-based maintenance system also relies
heavily on the GSM network for data transfer. Intermittent connectivity will hamper the effectiveness and
reliability of this system. Emphasis must therefore be placed on the quality and reliability of the network layer.

2.3 Summary

This section aimed to provide an overview of industrial information systems. An industrial information system
consists of three layers: the application layer, the network layer and the physical layer. The use of the GSM
network and Internet Protocol technologies for Machine-to-Machine (M2M) communication and industrial wireless
telemetry is a broadly accepted method for achieving connectivity and can therefore be considered as a key
enabler for Industry 4.0 applications [10, 17-19]. Two examples of industrial information systems were
presented. Both systems utilise the GSM network for wide-area wireless telemetry. The network layer is the
backbone of an industrial information system. The quality and reliability of the network layer is therefore crucial
for industrial information system stability. Based on the information discussed above, there is a need for a
comprehensive information and asset management system that ensures transparency in the management of SIM
units and other related network layer equipment. This system must ensure the stability in network layer
communication and keep communication costs at a minimum.

3. CHALLENGES THAT DISRUPT DATA TRANSMISSION

Several challenges exist that inhibits the ability of industrial information systems to relay critical data in a real-
time fashion. Mismanagement of SIM cards, the mismanagement of GSM routers on site and general hardware
failures are among the few challenges that can result in intermittent connectivity. These challenges are
discussed below and examples are provided.

3.1 Hardware failure

The most common challenge present in the network layer of industrial information systems is hardware failures.
Industrial GSM routers are required to facilitate data transmission from site to cloud infrastructure. No
transmission is possible if hardware failure occurs. Examples of router hardware failure include on board
electronic failures, as well as power supply failures. In both cases, the router must be retrieved from the
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industrial site and a new router must be requisitioned to replace the defective unit. Replacing a router results
in communication downtime, which is unacceptable in the context of mission -critical information systems.
Hardware failure occurrences is however inevitable and proactive measures must be implemented to prevent
interruptions in data transmission. A solution would be to incorporate network layer redundancy where more
than one router is utilised for data transmission purposes. This however has cost implications, both on the
hardware side as well as on the bandwidth side.

3.2 SIM card mismanagement

The mismanagement of SIM cards is also a key concern that can hamper network layer stability. For industrial
GSM routers to relay data, they must be connected to the backbone network of a mobile service provider. As
discussed in Section 2, SIM cards are used to facilitate this uplink. The mismanagement of these modules can
result in additional expenses, either in the form of new mobile broadband contracts that need to be acquired,
or purchasing of additional data bundles for existing mobile broadband contracts. Mismanagement can also lead
to potential theft of both routers and SIM cards. It is therefore required to accurately monitor monthly data
contract bills on a consistent basis. Monthly expenses must be analysed to determine the current state of
individual modules. The bills must then be compared to the operational status of router units to determine
whether these modules are crucial to information system operations or an unnecessary expense.

3.3 Router mismanagement

Router mismanagement often occurs with the repositioning of equipment. One of the prominent parameters
that can directly be affected by router repositioning is network signal strength. A low signal strength results in
intermittent connectivity. Remote industrial locations often have weak spots in the wireless network. It is
therefore crucial to first perform an investigation to determine the optimal positions where GSM routers will
have maximum signal strength. Interferenceon site can also hamper the signal strength of a GSM network router.
This should be considered when determining the best location for network equipment. To ensure that no
defective router is provided to an industrial site, accurate asset management procedures must be implemented
that provide details of the status of all equipment. Router theft is also a key concern that can disable the
network layer of an industrial information system. GSM routers must always be installed in locations with
restricted access and these locations should be recorded for future reference.

3.4 Summary

This section presented several challenges that can disrupt the transmission of data in an industrial information
system. Table 1 below summarises the main causes and provides examples that are related to the listed
challenges.

Table 1: A summary of the challenges that can disrupt data transmission in an industrial information

system.
Challenges that disrupt data transmission
Challenges Examples from industry
Hardware failure e  Power supply failure

e On board electronic failure
e Antenna failure

SIM card mismanagement e Theft

e Failure to analyse costs and budgets
Router mismanagement e Repositioning of routers

e Issuing of defective routers

e Theft

4. A COMPREHENSIVE INFORMATION AND ASSET MANAGEMENT SYSTEM

Based on the sections above, a comprehensive information and asset management system is required that
facilitates the effective management of SIM cards in industry. The information and asset management system
can be divided into two main functional blocks. The general management block serves to link various SIM cards
to industrial sites or personnel. The module management block identifies individual SIM units and serves to
provide cost and administrator details of individual SIM cards. This allows for a cost and budget analysis to be
conducted. The following sections describe each functional block in detail.

4.1 Module management

The module management subsystem focuses primarily on providing accurate cost analysis functionalities based
on the provided input data. Figure 4 gives an overview of the module subsystem.
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Figure 4: An overview of the module management subsystem.

For the subsystem to provide accurate cost analysis results, data contract invoices, as well as mobile service
provider summary sheets must be provided as input on a monthly basis. In addition to cost analysis
functionalities, the module management subsystemincludes a module reconciliation section that reconciliates
individual SIM cards with the corresponding module IP address. The system uses the mobile service provider
summary sheet to update all MSISDN numbers with the corresponding IP address. The module reconciliation
section will relay all mismatches to the user. The module management subsystem also displays network
information for all SIM cards. This information includes the mobile service provider name, the contract type,
and the network IP address that is linked to the module.

The cost analysis functionality relies on a separate service provider bill analysis section. The service provider
bill analysis section uses the data contract invoices as input and extracts the module MSISDN number and the
monthly expense for that module. This data is then compared to a suggested budget. From this comparison, a
cost difference can be calculated to determine the usage condition of the module. If the module cost exceeds
the suggested budget, the module is flagged as a negative expense and further investigation must be done to
determine the nature and possible reason for exceeding the budget. In most cases, the sending of short message
system (SMS) messages is the reason for exceeding stipulated budget values. Industrial information systems
usually issue alarms via SMS to relevant personnel. Since data contracts do not cover SMS costs, an additional
value is levied on the monthly contract amount.

4.2 General management

The main objective of the general management subsystem is to link a SIM card to a user. Figure 5 gives an
overview of the module subsystem.
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Figure 5: An overview of the general management subsystem.

The user can either be personnel or an industrial site. Personnel often require SIM cards for remote monitoring
and maintenance of site equipment and systems. A SIM card with a designated IP address allows a project
engineer to securely access on-site servers fromaremote location. Modules that are allocated to industrial sites
are utilised for data transmission purposes and forms an integral part of the network layer of industrial
information systems. The general management subsystem lists module details such as the MSISDN number, the
network address, the mobile service provider and the module activation and expiry date.

In addition to the information listed above, the general management subsystemalso links group information to
SIM cards. The purpose of the group information is to accurately indicate where the module is in use. The options
that are available include active sites (sites where industrial information systems are currently active),
maintenance sites, personnel and backup. Maintenance sites usually require modules to assist with remote
monitoring and maintenance purposes. The general management subsystem also contains user information. If a
module is labelled as a personnel module, the user information section will contain the personal details of the
user, usually the name and surname, of the user. If the module is labelled as a site module, either an active site
or a maintenance site, the site designation is provided. The site designation includes the industrial client group
name, as well as the area of operations. Finally, the module is labelled as active or inactive. All modules issued
either to personnel or to industrial sites must be in an active state.

The information and asset management system presented in this section allows for the effective management
of SIM cards. The primary benefit of this system is the automated cost analysis functionality. Results of this
functionality is presented below.

5. RESULTS

The information and asset management system presented in Section 4 above has been implemented on an
existing telemetry network that sustains the network layer of multiple industrial information systems. These
information systems are actively used by industrial client groups in the Republic of South Africa. The results
presented below in Figures 6 to 9 are cost analysis results based on monthly data contract costs. An Energy
Services Company (ESCo) is responsible for maintaining the communication uplink to the different industrial
client groups.
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Figure 6: A cost analysis of existing SIM cards in circulation for information system operations.

Figure 6 represents a global cost analysis in South African Rand of sustaining telemetry uplinks to multiple
industrial client groups. The actual cost per month is shown by the bar chart and the budgeted value is shown
by the area chart. Multiple crossover points can be seen, where the total cost for the month exceeded the
budgeted amount. This is because multiple SIM cards exceeded their monthly data limit. This resulted in out-of-
bundle data rates coming into effect, which further increased the communication costs for the applicable
months. The information and asset management system also assisted in the identification of SIM units on
industrial sites that do not require any monitoring and maintenance. These SIM units were marked for
decommissioning, which led to the decrease in the overall telemetry costillustrated in Figure 6. The dashed line
represents the average communication costs which equates to an amount of R71,698.93. After decommissioning
unused and unnecessary cards, the average communication cost dropped to an average amount of R27,287.48,
which is illustrated by the dotted line. This signifies a decrease in overall communication cost of approximately
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Figure 7: A cost analysis of SIM cards in circulation for a specific pumping scheme.

Figure 7 shows a specific cost analysis that was applied to a single industrial client group that was responsible
for the operation of a water pumping scheme. The SIM cards utilised for sustaining the telemetry of the pumping
scheme project exceeded the budgeted amount. The information and asset management system effectively
allowed the ESCo to isolate the cause for excessive data bundle expenses seen in Figure 6. An individual cost
analysis of the water pumping scheme telemetry network isolated the water pumping scheme network as the
main cause for going over-budget. An investigation was launched by the ESCo to determine the exact cause for
excessive data usage in both instances and the issues were rectified.
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Figure 8: A cost comparison between overall telemetry costs and the telemetry cost of a pumping scheme
network with exceptional data usage.

The proposed information and asset management system also allows for weight analyses to be done on different
industrial client groups. Figure 8 illustrates the total weight of the water pumping scheme during the excessie
data usage periods. The cost of maintaining the water pumping scheme telemetry network clearly outweighs
the combined cost of other industrial client groups. This analysis can be used as a risk metric to determine the
status of the telemetry network of a specific industrial client group. By doing a weighted analysis, excessive
data usage can be highlighted and pinpointed to an industrial client. Investigations can then be initiated to
determine the cause of excessive usage.

= Qverall telemetry costs (%) Pumping scheme telemetry cost (%)

18%

82%

Figure 9: A cost comparison between overall telemetry costs and the telemetry cost of a pumping scheme
network with normal data usage.

Figure 9 illustrates the same detailed cost analysis represented by Figure 8 however, this cost analysis was
executed in a period where normal data usage was present. The total cost to maintain the telemetry network
for the water pumping scheme is a mere 18% compared to the combined telemetry costs of all industrial client
groups. This confirms that the telemetry uplink for a specific client is operating within acceptable budget
parameters.

6. DISCUSSION OF RESULTS

A review of existing systems from literature and industry shows that there is a need for a comprehensie
information and asset management system to address the management of SIM cards in industry. This system
forms an integral part of the network layer of any Industry 4.0 information system that utilises the GSM network
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for real-time wireless data transfer. The information and asset management system proposed in this paper
allowed for accurate cost analyses to be executed on SIM contracts. The system automatically generates these
profiles based on billing invoices provided as input. The results presented in the previous section clearly shows
the value of the system. The automated cost analyses can provide valuable insight into the health of the network
layer and it can identify communication anomalies that has a direct effect on the cost of maintaining a wide-
area wireless telemetry uplink.

The system proposed in this paper will ensure that industrial information systems, such as remote monitoring
and maintenance systems proposed by Yang et al. [20] and condition-based maintenance systems as proposed
by Van Jaarsveld et al. [8] will always be able to maintain real-time communication, whilst keeping
communication costs at a minimum. In addition to the pumping scheme case study presented in the previous
section, the system also identified SIM cards that were subject to theft. Module theft is usually flagged by
excessive data costs. One investigation showed that a module linked to a router that was not operational still
showed excessive data costs. An on-site investigation revealed that an unauthorised SIM swap was done with the
replacement SIM being defective. The system proposed in this paper approaches network layer maintenance and
stability from a cost and budget point of view. Not only does this improve the quality and reliability of wide -
area wireless telemetry, but it also maintains indirect expenses that are associated with industrial information
system communications.

The system is currently implemented as a standalone desktop system. This implies that the system can only be
used locally. To increase operationaland management efficiency, this system must be incorporated into existing
information systems. An example would be to incorporate this systeminto the EMIS proposed by Goosen et al.
[7]. This would not only allow industrial client groups to view telemetry cost analyses online, but it will also
allow for the incorporation of these cost analyses into generated reports. This integration will expand the reach
of the system and will allow clients to take responsibility of the communication costs.

7. CONCLUSION

The network layer is the backbone of any industrial information system. In the context of Industry 4.0, most
information systems rely on wide-area wireless telemetry to achieve data transmission and decentralised storage
and processing of data. The GSM network is currently an acceptable method to achieve this. Challenges are
however present that can hamper the effectiveness of industrial information systems. These challenges include
the mismanagement of hardware devices, mismanagement of SIM cards and hardware failures.

This paper presented an information systems approach to the management of SIM cards utilised in industry. The
system consists of two main foundational blocks which allows for automated cost analyses to be calculated. Cost
analyses contain actual expenses as well as budgeted values, which allows for budget comparisons to be made.
Weighted analyses are also possible which assists in determining exceptions where communication anomalies
are present.
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ABSTRACT

To determine the ability of SAP ERP to generate a maintenance zero-based budget, a case study was conducted
at Company X, using the FY17 maintenance budget (approximately R138M). From the information obtained it
was determined that the maintenance module (within SAP ERP) could only accurately allocate 35.3% of the
maintenance costs for FY17. Further findings found that by changing the cost centre structure of the
maintenance module in SAP ERP one could increase the cost visibility to from 35.3% to 88%. It was therefore
concluded that SAP ERP is suitable to generate a maintenance zero-based budget, if setup correctly.

' The author was enrolled for an M Eng (Industrial) degree in the Department of Mechanical, Industrial and
aeronautical engineering, University of Witwatersrand, South Africa

2 The author is a senior lecturer at the School of Mechanical, Industrial and Aeronautical Engineering, University
of Witwatersrand, South Africa

*Corresponding author: joke.buhrmann@wits.ac.za

3556-1
125


mailto:colin.saffy@gmail.com
mailto:joke.buhrmann@wits.ac.za

SAIIE29 Proceedings, 24t - 26™ of October 2018, Stellenbosch, South Africa © 2018 SAIIE

1. INTRODUCTION

Why is it necessary to budget? Simply put, every organisation only has a limited number of resources to achieve
their goals and objectives [1]. Resources include funding in terms of income from operations, capital investment
from owners or loans. If the cash on hand is less than expenditures, it becomes difficult to pay the bills of the
company, as well as source more funding. Budget planning indicates what management has prioritised by
highlighting the allocation of planned expenses in the foreseeable future - as the saying goes ‘failing to plan is
planning to fail’. This also accentuates the importance of planning to ensure that the company always h as cash
on hand [1]. However, in the maintenance field, there have been many findings of inadequate budgetary control.
Maintenance budgets are often created simply by using an incremental budgeting method (the previous year’s
costs plus inflation), calling into question the detail of, and control over these budgets [2], [3].

Lack of planning can be quite daunting given that maintenance is supposed to provide critical support for heaw
and capital intensive industries by keeping the productivity performance of plants and machinery in a reliable
and safe operating condition [2], [4]. There are also costly consequences of catastrophic failure if equipment is
not maintained to standard [5], [4], [6]. Due to an increase in global competition, technological complexity and
ever evolving Health Safety and Environmental (HSE) regulations, maintenance costs are ballooning. For
example, BHP, a world leading mining company spends US$3.5 billion annually to maintain more than 3 000
mobile machines (many larger than the average house) across its operations [7]. One can imagine the damage
caused (both from a safety and production point of view) when equipment that large and powerful fails. As
another example, some airline companies claim that 40-45% of their operating expenditure is maintenance
related [1]. It therefore seems logical that maintenance costs should be examined and monitored to ensure
sustainability, competitiveness and even safety of the company [2]. Budget planning is one method where costs
can be monitored and controlled, because it provides a benchmark against actual expenditure.

The shift of maintenance from being seen as a ‘necessary evil’, to a value adding department that sustain long
term profitability has gain momentum, especially in large industrial companies [4], [8]. In fact, there is already
a maintenance standard that has been setup to aligh companies with best maintenance practices - ISO 55000. It
is expected to become a business requisite, which obliges companies to be certified before being eligible for
insurance and may soon become as important to companies as the ISO 9001 and ISO 14001 standards [9]. The
backbone of ISO 55000 is the establishment of leadership roles to ensure sustainable practices are implemented.
To get this right there is a focus in evidence based decision making, which provides guidelines for data
identification, collection, record keeping and control [10], [9]. For large companies it is therefore vital to have
a system of some sort for all this data, as well as a solid understanding of the system [8]. Because of ISO 55000
and the other complexities associated with maintenance, Computerised Maintenance Management (CMM)
systems have become standard practice and necessary. CMM systems are able to store and collate all the various
maintenance information. However, without analysing this data to improve the process, these systems become
nothing other than an expensive and glorified spreadsheet tool [4], [11], [12].

Today, maintenance software, such as CMM systems, are commercially available, either as standalone packages,
or as modules in an integrated system. This includes SAP ERP, a well-known Enterprise Resource Planning (ERP)
tool [13]. Ideally CMM systems enables data to be utilised from multiple maintenance functions and manage it
all through one system. By processing this large volume of data, managers are able to make more analytical
decisions and implement the most effective corrective actions, thereby increasing availability and ensuring a
safer work environment [5]. Again, looking at BHP - they have stated that by FY2023 (within the next 5 years)
they expect to accumulate a total saving of US$1.2 billion in maintenance costs while increasing production by
20%. They plan to do this by using their CMM system and other big data platforms to optimise maintenance [7].
This shows the confidence placed in these systems when managed and implemented correctly.

With the successful implementation of these systems, management should be able to justify the value gained
from maintenance, justify equipment and resource investments, investigate and identify maintenance and HSE
(Health, Safety and Environment) issues or trends, focus on the essentials and adapt to the changing
organisational strategies [4], [8]. However, despite investments by large companies to implement CMM systens,
there are still gaps and problems with collecting and understanding the data, especially when it comes to the
maintenance function [14]. One of these problems is accurately accounting of the costs within the maintenance
department. This lack of cost visibility often reinforces the negative perceptions associated with the
maintenance function as a ‘necessary evil’.

1.1 Problem Statement

For some operations, costs can be managed manually. However, this case study was done for a company with a
maintenance budget close to R 140 million and over 2000 maintainable pieces of equipment. This company will
hereafter be referred to as Company X. It is clear that for a company of this size, it will become difficult to keep
track of the various maintenance activities and costs without a CMM system. Company X uses a CMM system
called Work Management, the maintenance module used in the SAP ERP system. Although it is required that all
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maintenance activities and costs are processed through Work Management, Company X was still unable to
account for its complete maintenance expenditure through this system.

Due to the lack of maintenance expenses data, Company X was unable to get a holistic view of all its maintenance
activities. It was also not possible to generate a quantifiable means to allocate resources, reduce breakdowns
or manage effective expenditure of maintenance costs. The benefits of each strategic decision could therefore
not be determined. If a CMM system fails to track maintenance expenditure accurately, then maintenance
improvements are based on subjective decision-making. These kinds of decisions prevent continuous
improvement and foster a culture of firefighting, as maintenance teams can often not keep up with demand due
to the lack of proper planning.

1.2 Objectives

Given all the functionality that already exists in CMM systems, it appears that the necessary data is available to
be used to generate a zero-based budget, as described in Section 2.1. Thus, the objective of this case study was
to determine the potential of SAP ERP Work Management, to help plan and prioritise future work, as well as its
suitability to be used as a tool to produce a maintenance zero-based budget.

1.3 Scope

The rest of this research includes background information on zero-based budgeting and the SAP ERP Work
Management. This is followed by a literature survey to evaluate maintenance practices involving the use of (MM
systems for budgeting, as well as their challenges and downfalls. Company X’s maintenance data, software and
culture was used as a case study to investigate these aspects.

The data from Company X, used in this case study, was reduced due to the size of the maintenance function.
Only the execution maintenance costs (corrective, planned and breakdown) for the FY17 figures were analysed.
Project costs, maintenance support costs and engineering costs were excluded from the study so that the focus
could remain on implementing a zero-based budgeting system for execution maintenance costs.

2. BACKGROUND

2.1 Zero-based budgeting

Zero-based budgeting, strictly speaking means to budget fromzero. By wiping the slate clean, all expenditure
can be analysed line by line. This is a tedious, costly and time-consuming process which requires specialised
skills and often additional external assistance [15], [16]. The benefit of using zero-based budgeting is that it
forces one to consider the changes of the operating environment and look for cost effective alternatives, like
technological improvements, alternative service providers and Activity Based Costing (ABC) analysis [17]. One
company realised an 11% saving in its operating budget within the first four months of a new zero-based
budgeting programme [16]. This was due to increased visibility into labour costs, as well as establishing contracts
for certain services.

It should be seen as a meticulous process that allows absolute visibility into all costs. This can then be used to
identify unnecessary waste within organisations, while forcing a process that prioritises resources, money and
effort to achieve set targets [16]. When successful, zero-based budgeting frees up unproductive costs, which
can then be redirected to where most important. The process therefore challenges the cultural mind set of
cutting costs, fromthe “do more with less” mentality to the “do the right thing with the right amount” mentality
[15].

Despite the interest in zero-based budgeting and the potential benefits, it has not been recognised as a cost-
effective option for many organisations. This is because zero-based budgeting is more than a cost cutting
exercise. In some cases, even if done correctly, the results will show that the budget may need to be increased.
This could be due to a variety of reasons including critical maintenance needs [15], [16]. In fact, zero-based
budgeting is mostly used (and successful) in large private companies which have experienced rapid growth while
costs have not been controlled [15]. A full zero-based budgeting exercise is rarely required and improvements
can be made without having to analyse every line item of the entire company’s costs [15]. Most companies and
agencies only use zero-based budgeting for selected departments or components in their periodic review [15].

2.2 Maintenance background

When using SAP ERP Work Management to analyse maintenance work, it is important to ensure that all the
necessary information is captured in the system. This will ensure the availability of data to sufficiently analyse
the maintenance expenditure. If a job is completed and the data captured through Work Management, one can
determine: the cost of the job, which resources were used, on which equipment maintenance was performed,
the components used, the servicesrendered, the time to completion etc. This provides a cost visibility desired
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for aspects of zero based budgeting. Once this information has been storedone can easily go back and manipulate

the data for the purposes required.

The SAP ERP Work Management system can be set up to capture the relevant maintenance data by giving each
piece of maintainable equipment a unique number, known as a function location (see Figure 1.) and the
equipment is given to a plant manager and a supervisor to maintain. This is done by linking the plant manager’s
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cost centre and the supervisor’s work centre (not shown) to the equipment.

Figure 1: Typical breakdown of the function location structure showing the linkage to a maintenance cost

If any maintenance work is required a notification is created by the work identifier on the required function
location. This notification will alert the responsible supervisor to review, plan and execute the requested work.
All costs will be allocated to the manager’s cost centre. However, only additional costs over a certain threshold
(i.e. external labour, services, spare parts etc.) will flow to the responsible plant manager for approval before
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Figure 2: Screenshot of completed maintenance job on a conveyor captured in the SAP ERP Work

Management system.
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Employees are forced to use the system if no work can be allocated without an automatic number generated by
the SAP ERP system to issue a permit, referred to as the work order number (see Figure 2.). This process was
implemented to comply with the Occupational Health and Safety Act of 1993 which states that no work is to be
conducted without the permission of one’s supervisor and/or a risk assessment [18] . After the work has been
completed, the supervisor will finalise the work details on the system and adjust any costs as necessary. This
ensures that the relevant people receive the correctpayment for the work they have done. Figure 2 below shows
a snap shot of a work order created to purchase and install a communication module for scales. The labour and
the material costs are shown, with the work order number required to conduct the work.

All this information is stored in SAP ERP for further analysis. However, if the work is not analysed, maintenance
becomes isolated from the rest of the business functions and the benefits of the ERP system are never
experienced. Therefore, it is important to have a maintenance support service team that can analyse these
costs. In this way maintenance becomes more automated and efficient by integrating all the other business
functions, therefore ensuring continuous improvement. Figure 3 was composed to illustrate how analysis of
completed maintenance work, with the integration of the other business functions (e.g. Supply, Production and
Finance), can lead to the continuous improvement of the maintenance function.

Maintenance

—>| Work

Preventative Corrective Breakdown /
planned planned Unplanned

I_;_l

| Plan and schedule work |
i

| Execute work |<—
i

—{ Complete work |

Fire Fighting

Ideal

Maintenance
Support
Services

Analyse Work :
Cost/ Downtime / Improvement = "

Zero-based budgeting

J Finance
Production

Figure 3: A simplified work process for the various different maintenance work types in a CMM system.

3. LITERATURE REVIEW
3.1 Purpose of CMM Systems

Due to size and complexity of many organisations or companies, it is necessary to ensure that all maintenance
departments run through a CMM system. CMM systems no longer need to be justified, but are deemed essentials
to achieving world-class maintenance, by offering a platform for objective and quantifiable decision making
[11], [3]. If implemented correctly CMM systems are able to monitor any and all transactions, enabling it to
identify the source and purpose of all costs and provide a platform on which this data can be analysed for
strategic focus and future improvements [3]. This objective data will help management implement and sustain
new maintenance techniques and strategies, as it will help them focus on the long-term benefits of the plant
instead of giving way to the short-term needs, which often result in a maintenance culture of firefighting [2].

3.2 Maintenance Prioritisation Methods

It has been stated that the best practical mechanism for controlling the overall maintenance effort would be a
well-designed maintenance costing system [3]. If the costing systemis set up correctly, historical data can be
used to build up a budget from scratch (i.e. zero-based budgeting). As an example, a case study conducted on
an alumina refinery divided the plant into small sections or process units [3]. All work performed on any of these
identified units, as well as downtime hours, were captured and aggregated, using manual job cards. A process
flow diagram of the entire plant was plotted and the high cost as well as high downtime areas were easily
identified. Resources were dedicated to thoseareas to ensurethat they were receiving the correct maintenance,
being operated according to procedure, double checking the maintenance parameters and re -measuring the

3556-5
129



)
SAIIE29 Proceedings, 24t - 26™ of October 2018, Stellenbosch, South Africa © 2018 SAIIE

costs. After going through this process and identifying root causes, the necessary actions could be taken to
reduce costs and/or increase availability [3]. This process was then repeated untilall high cost or low availability
areas had been studied - ensuring continuous improvement. This case study was conducted using manual job
cards before the availability of CMM systems. Therefore, if a cost prioritisation process implemented manually
brought so much improvement, the benefits of using an electronic capture system like a CMM system, is clear.

However, it is not feasible to control maintenance from a cost perspective only. If managements’ Key
Performance Indicators (KPIs) are incentivised by short terminitiatives only, it can fail to look at the long-term
factors associated with maintenance [4]. In order to get the maintenance costing systemright, one would need
high level and long term oriented targets to monitor and analyse the maintenance effort, with lower level
Performance Indicators (Pls) needed for shorter time intervals. This would bridge the suggested gap between
maintenance strategy and business strategy, while allowing for quicker response time to imminent problems [2],
[19], [3]- However, despite significant research done in maintenance, implementing Pls in both a financial and
non-financial terms have been met with limited success in a practical environment, in all industries [8].

Another study tried to determine if any useful data could be extracted from multinational mining companies’
CMM systems using the job card text [10]. The conclusion was that, through a rule based cleansing exercise,
some companies could produce useful data, while some could not. However, the effort required to manipulate
the data into something useful was identified as a major roadblock. It was concluded that a systemshould first
be set in place that can measure data quality, to ensure that only useful and correct data is being captured.

3.3 Maintenance Budgeting Techniques

Various types of budgeting techniques have also been used to try and justify maintenance expenditures and
identify areas of focus. The literature shows the following common mainte nance budgeting methodologies: asset
replacement value budgeting, insured value budgeting, capital cost plus inflation and incremental budgeting
[6], [19]. However, because maintenance typically consists of many small and relatively inexpensive purchases
or transactions, in comparison to few but large and expensive orders from other company functions, the
maintenance budget is normally calculated with incremental increases to the current budget [2], [3]. This
method of budgeting is often used because other methods are too time consuming. This results in crude
assumptions at best [3]. It gives the impression that management is more worried about the overall maintenance
spend than the details of the budget, because the maintenance function is often not linked to any particular
business strategy owned by upper management i.e. increase availability, safety or extended equipment life etc.

[3].
3.4 Problems Surrounding CMM systems

CMM systems have a tendency to be more financial, accounting and IT orientated, as opposed to ergonomically
designed, making them less user friendly to the maintenance personnel [3], [11], [14]. Therefore, many
maintenance modules are either ineffective or never fully implemented - even though they contain all the
maintenance functionality necessary [3]. These systems are often seen as ‘black holes’ from a maintenance
perspective [11]. The users insert all the necessary data, but receive nothing (or next to nothing) in return in
terms of decision support, therefore wasting their time and often giving confusing and inconsistent results [3],

(51, [1].

There are many other reasons for the failures of CMM systems, or the lack of utilisation of the maintenance
modules in CMM systems. The main reason is the underestimation of the time, effort and money required to
train the company staff to use it [3], [12]. This suggests that, although CMM systems may be capable of
performing all the necessary functions, essential input data may be omitted depending on the staff’s
competency, training and motivation, often causing one to question the quality of the data [3], [4], [5], [10].

A quick look at SAP’s website (the biggest leading CMM system worldwide for ERP suppliers) shows that they are
confident they can increase asset return by 10%, reduce maintenance inventory by 11% and reduce unplanned
downtime by 16% in the mining sector alone - although no academic literature could be found to back this claim
[20]. BHP also stated that they are aiming to reduce maintenance costs, by using their CMM system [7].

An article written by a SAP ERP consultant, however, explains that the asset returns are possible but only 10%
of companies that implement the SAP ERP system ever reach this stage (see Figure 4) [21]. It is explained that
each phase requires additional work. There is also a steep learning curve for system users, due to the extensive
functionality of the system to move to the next phase. Due to these challenges, 70% of all organisations do not
generate any benefit from the SAP ERP system, as they do not enter Phase 3 and 4, where the benefits of the
system lie [21].
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SAP® PM/EAM Implementation, Improvement and Maturity Phases
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Figure 4: The SAP ERP Implementation, Improvement and Maturity phases (modified for ease of reading
from [21]).

Therefore, if the system users are not able to turn the data into knowledge or actionable information to be
analysed, then the purpose of the system fails and the CMM system turns into a glorified spreadsheet used to
store equipment information [4], [11], [12].

3.5 Literature review summary

As can be seen, thereis a lot of literature on maintenance practices, trying to find ways to improve maintenance
while reducing costs [2], [3], [6], [11], [19]. Costs cannot be controlled if they cannot be monitored and
improvements cannot be motivated if there is no reference or benchmark. For these reasons, and others, (MM
systems have become a necessity for many companies. The reviewed literature also accentuated why CMM
systems fail or fall short of their stated potential. It seems there is a gap in expectations between the software
developers and users. This gap puts the two against each other as they both end up blaming the other for the
failure of the system.

The majority of the research reviewed looked at the failure of CMM systems due to a lack of skills and knowledge
by the user, with little or no proof of the practical success of the system [3], [4], [5], [10], [12], [21]. It would
therefore be interesting to see if the software is in fact able to live up to its claimed potential. The reason for
this case study was therefore to understand the implemented CMM system and investigate if an improvement in
the usage of the CMM system could indeed lead to better cost savings.

Claims from companies like BHP that they are aiming to reduce maintenance costs by using their CMM system,
does however show that these systems, if implemented and maintained correctly, may actually be able to
provide better benefits than most companies are seeing [7], [21]. Additionally, there are many new companies
coming into the market with add-on solutions, which will supposedly improve the system and allow for more
accurate data collection. However, are all these new additions to the systemnecessary? Perhaps we just need
to learn how the system works and use it accordingly.

4. METHOD

Formal and informal interviews were conducted with employees of Company X, as well as a case study approach
to explore the potential for data collection from the SAP ERP system. The aim was to understand SAP ERP’s
maintenance system (Work Management) and how it links up with SAP ERPs financial system, while using the
interviews as a means to guide and assist in fully understanding SAP and exploring its full potential.

The formal interviews were limited to twelve participants - five planners and seven supervisors. The five planners
and seven supervisors were chosen because they are considered the functional experts, as they use Work
Management to plan and execute the maintenance work on site and because this is all the planners and
supervisors that Company X had on site. Informal interviews were held with one Principle Maintenance Specialist
and two financial experts.

The formal interview questions were set out to determine how each of the participants found using the current
Work Management system. Questions included: what their daily activities involved, their user limitations and if
the systemwas changed, how would that impact their current use of the system. However, the main reason for
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these interviews was to determine what sort of impact any changes to the system might have on the direct
stakeholders.

The informal interviews were used to ensure agood understanding of how the maintenance and financial func tion
worked and integrated in SAP ERP. From this understanding one could ensure the correct data was extracted
from the system. All the maintenance data was extracted for FY17 using the Business Improvement (Bl)
functionality in SAP, including 18 396 line items generated inside Work Management and 5 463 line items
generated outside of Work Management.

The data that was generated through Work Management was used for analysis. This had two purposes - one, to
determine any data quality issues and two, to determine if the data can be used as a means to account for costs.
This information could help prioritise work based on a variety of factors (highest spend machinery, highest spend
per breakdown machinery, highest spend per vendor, etc.) and can be used for benchmarking purposes. The
data can then be used, not only to motivate future work and maintenance focus points, but also to reinforce the
importance of having absolute cost visibility within the maintenance department.

After analysing the data, discussions were held with the maintenance and financial experts to determine the
reasons for non-compliance when using the system and ways to improve the data accuracy of the system. It was
then determined that SAP ERP is a suitable toolfor generating a maintenance zero-based budget i.e. is it possible
to obtain 100% visibility of all maintenance spend by utilising the maintenance module in SAP ERP properly.

5. RESULTS AND DISCUSSION

The total maintenance spend for FY17 was extracted from SAP ERP, totalling R 138.1 million, using the inbuilt
Bl functionality. The data was imported into MS Excel where it could easily be organised into a variety of ways
to help prioritise work and identify data quality, behavioural and/or system issues. This was used to highlight
areas that would prevent SAP ERP from being able to generate a zero-based budget. The following finding were
observed:

5.1 Observation 1 - Work Management usage

The first observation from the data showed that only 47% of all maintenance expenditures were capturedin
Work Management (see Figure 5.). This meant that more than half of the FY17 maintenance expenses could not
be properly accounted for. The rest of the expenses could only be identified through the amount captured in
the General Ledger (GL) account, the vendor and the cost centre amounts were allocated to. This indicated that
it was not possible to create a maintenance zero-based budget for the FY17’s maintenance expenditure as the
expenses could not be linked to specific equipment. One small finding of the direct maintenance costs was that
roughly 2% of these costs were spent on sundries and tools. Therefore, one can only take into account 51% of
the direct maintenance costs.

WM

Maintenance Direct

47% Maintenance
53%

Figure 5: Total maintenance spend for FY 17 divided between costs captured in the CMM system (Work
Management) and costs not captured.
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5.2 Observation 2 - Reasons for bypassing Work Management

Furtherinvestigation was conducted as to why 53% (R73.2 Million) of the total maintenance budget was not being
spent through Work Management. It was found that the CMM system (Work Management) worked exactly like it
should. However, the maintenance personnel had found ways to bypass Work Management by spending money
directly and not through the processes in place

The reasons for the maintenance team bypassing Work Management was determined through interviews. There
were two main reasons ascertained. The first was due to employees trying to bypass specific maintenance KPI’s.
The second was due to monthly maintenance contracts being set up outside work management. Therefore, the
lack of cost visibility (53% of maintenance spend being spent outside of Work Management) was due to
behavioural issues and a lack of knowledge of how the system s supposed to work.

The investigation also showed that only some employees could bypass Work Management while others could not.
From the interviews it was determined that 27% of all the maintenance cost centres were able to bypass Work
Management while the rest could not. The reason for such a small percentage of the cost centres accounting for
such a large portion of the budget was because those cost centres serviced the biggest plants within the
company.

The reason for the inconsistency was due to the cost centre structure. Cost centres that were able to bypass
Work Management were categorised differently within SAP ERPs Finance system than those who could not. From
the interviews it was determined that this difference came about when the company went through multiple
changes and there were not enough people who understood the implications of these changes. The finance
department therefore set up the cost structures as it suited them, but did not understand the implications it
caused the maintenance department. Given that no one understood the maintenance implications these changes
went unchallenged.

By changing the structure of those few maintenance cost centres that could bypass Work Management, one could
force all maintenance work through the system - ensuring a greater cost visibility. From the twelve maintenance
experts interviewed it was determined that ten preferred to work through Work Management and four of them
had no idea how to generate orders outside of Work Management.

5.3 Observation 3 - Lack of granularity

To determine the potential of the SAP ERP Work Management system, the 47% of the maintenance budget that
was captured in Work Management was analysed to determine the cost visibility. This cost could be analysed in
many different ways to provide a benchmark for any given maintenance strategy. One could look at the costs of
breakdown jobs, or focus only on the highest maintenance costs and ensure that the best strategy is in place for
the identified equipment, or one could consider the vendors most utilised to determine if a contract should be
drawn up to ensure the most competitive prices and best service. There are many different ways to use the data
that comes out of Work Management, as it is comprehensive, and what is important will be different for each
company depending on their business requirements.

A Pareto cost analysis was used to breakdown the costs for each piece of equipment. This is a vertical bar chart
where the costs per resource type are plotted in decreasing order from left to right [22]. Figure 6 illustrates
that if Work Management was used correctly the data can be sorted easily to determine which pieces of
equipment are the most expensive, therefore helping management prioritise where to focus their time.
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Figure 6: A Pareto cost analysis of total maintenance cost by equipment type.
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Figure 7 gives a breakdown of the costs shown in Figure 6. Although Figure 7 only shows the costs of the overall
labour, services and materials, the costs can easily be further analysed by resource type (mechanical, electrical
orinstrumentation), vendor and maintenance criticality (breakdown, planned corrective and planned scheduled)
etc. Once management decided where to focus, that specific equipment (or vendor, trade, etc.) could further
be analysed to understand the intricacies of that focus area.
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R 30%
R 3.00
20%
R 2.00
R 1.00 10%
R 0%
* & o oy & K O N
> & S & o & & LA 9
& \,}@\‘ &Q;\ 0’5@ & . <8 8 Q\g@ < <
@ & ‘< ¥ C
E.j
Labour Materials Services Cumulative %

Figure 7: A breakdown of the maintenance cost analysis by equipment type into labour, materials and
services costs.

The Pareto analysis was conducted for the entire expenditure captured in Work Management to determine if
there were any costs that could not be linked to a specific equipment Figure 6 and Figure 7. indicated that,
unfortunately, the data from Work Management also had further limited cost visibility. In particular, the Area*
resource type indicated that 25% of the captured costs have not been allocated to a specific equipment. This
reduced the total visible maintenance budget down, from 47%, to 35% (R 48.7 million).

Again, the reasons for job information in Work Management being allocated to an area as opposed to specific
equipment are many, and were determined by the interviews. The primary reason was that no one really
understood why allocating jobs to the specific equipment was important. The allocation to a specific equipment
is done in the work request heading field. This is a free text field (as was seen in Figure 2.). Unless this heading
was non-descriptive or unclear, the supervisors did not bother to change it.

Unlike changing the cost centre structures, which force employees to use the Work Management system, it is
recommended that continuous monitoring of cost allocation be implemented and supplemented with ongoing
training for all supervisors and planners to ensure that the maximum cost visibility can be obtained from the
system. One way of doing this would be to set up a KPI which would monitor the cost of jobs that are not
allocated to a specific equipment. This value could for example be targeted to be below 5 - 10% on a monthly
basis. By doing this, one can then at least be confident that the captured data will be 90 - 95% reliable.

6. CONCLUSION AND RECOMMENDATIONS
The findings of this study reinforced what has been reported in the literature. The primary conclusions are:

. There is a lack of understanding of the CMM system, which resulted in data being incorrectly inserted or
captured [4], [11], [12].

. The maintenance cost centre system was not set up correctly, which has resulted in the system being
misused [11], [14].

. KPIs have been set up without the supervisors’ agreement, this led to employees finding ways to bypass
the system [8].

. There is a lack of supervision and leadership driving the correct use of the system, therefore it has
deteriorated fromits intended purpose. Even if employees capture all the required data correctly there
was no reporting in place. This gave the impression that management was not interested in their efforts
and not concerned about continuous improvement [3], [4], [8], [9], [11], [12].

. No maintenance efforts could be justified through the use of the SAP ERP Work Management system as
progress cannot be tracked or benchmarked from previous trends [4], [8].

The purpose of this case study was to determine the suitability of the SAP ERP Work Management system to
generate a zero-based budget. It was postulated that if all costs could be traced back to a specific type of
equipment, then one could claim to be able to generate a zero-based budget.
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The results showed that in the FY17, Company X spent R 138.1 million on maintenance, with 53% not captured
in the system. The reasons for bypassing Work Management varied, but the primary motive was that certain KPIs
could not be tracked and therefore was not reported on. It was also discovered that certain cost centres could
bypass the SAP ERP system due to a lack of knowledge and skills when changes in restructuring were
implemented.

Of the 47% that was captured within the Work Management system, only 25% was correctly linked to a specific
equipment instead of an area. This lack of granularity effectively meant that visibility into the maintenance
expenditure was only accountable for 35.25% (R 48.7 million) of total expenditures.

It therefore seemed that the SAP ERP Work Management system was not suitable to generate a zero-based
budget as only 35.25% of the maintenance expenditure was accountable to a specific equipment. However, by
implementing the recommendations mentioned in the discussion one could increase the maintenance cost
visibility from 35.25% to 88%. This can be done by the following recommendations:

e Implementing cost KPI’s and providing training and ongoing supervision to all personnel using the CMM
system. This will ensure the majority of the maintenance costs will be visible through the Bl functionality
in SAP ERP. Should a compliance of 90% be achieved then the cost visibility could increase from 35.25% to
42.3% (90% of the 47% visible costs).

e By restructuring the maintenance cost centres that can bypass the Work Management system, one could
force all maintenance work to be completed through the system. This would increase the maintenance cost
visibly by retrieving the 45.9% (90% of the 51% spent outside of Work Management) of costs that have
bypassed the Work Management system. This change would increase the maintenance cost visibility from
42.3% to 88.2%.

The benefits of implementing these recommendations are threefold

1) It can be used to provide quantitative data to determine where to focus resources, so as to reduce
maintenance costs and production downtime. This can be filtered by work type, equipment type, work
trade or vendors;

2) It can then be used as a benchmarking tool to track progress on any strategy that has been implemented;
and

3) It will automatically put the company on a path to becoming compliant with ISO 55000 standard, as a
greater percentage of the maintenance costs will be able to be monitored and therefore be used to assist
in quantitative decision making.

It can therefore be concluded that SAP ERP is a suitable tool that can be used to generate a zero-based budget,
provided that it is correctly implemented and maintained.

A final recommendation should be made to repeat the analysis two years from now to determine if the
implemented recommendations provided the desired output by improving the system’s ability to account for the
majority of the maintenance spend.
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ABSTRACT

Hospitals and clinics provide an essential service to the populace, assisting people to overcome a range of
ailments. In order to do so physicians are reliant on the tools and inventory they have at their disposal. When
stock levels appear frighteningly low or even become depleted, physicians begin to order more than the ideal
amount causing overstocking and consequently, wastage. This paper performs a systematic literature review in
order to identify the causes for the unsatisfactory inventory management currently experienced in South African
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1. INTRODUCTION

Health services provide the essential medication, vaccines and life changing operations which citizens rely on
during times of need. In South Africa there are 5,083 dispensaries* which provide roughly 119,155 hospital beds
to patients [1]. Each of these dispensaries require a great deal of medical supplies in order to treat patients on
a daily basis. Stock orders are placed which exceed the necessary amount to ensure stock availability. According
toresearch conducted by Western Cape News Online [2] approximately R14.2 million in medication was discarded
between April2011 and April 2012 from dispenaries overstocking. Despite this, Sowsetan newspaper [3] reported
that six of South Africa’s nine provinces experienced antiretroviral® shortages during 2012. It was estimated that
during 2016 South Africa experienced 110,000 deaths as a result of AIDS, had 270,000 new HIV infections and 7.1
million citizens which were still living with HIV [4].

2. PROBLEM STATEMENT

In order to accommodate the sizeable demand resulting from the HIV/AIDS epidemic, as well as other ailments,
many hospitals are resorting to overstocking as an immediate solution. Overstocked inventory leads to expired
products which get discarded, wasting both money and valuable resources. Dispensaries need to take another
look at their inventory management policies, re-evaluate their order quantities, consider implementing modern
decision support systems, and review their organisational struc tures.

3. OBJECTIVES

In order to learn more about the causes of poor inventory management being experienced in dispensaries this
paper will performa detailed review on the available literature surrounding the problem.

4. METHODOLOGY: AN INTRODUCTION TO THE SYSTEMATIC LITERATURE REVIEW

The Systematic Literature Review (SLR) is a powerful tool for acquiring relevant research papers befitting the
topic with reproducible results [5], [6]. This is to say that should another researcher pursue the same topic at
the same time, they should ultimately arrive at the same conclusions. The SLR is performed sequentially by a
five step process [8].

1. Scoping: An introduction to the topic. The research objectives and target audience should be clearly
defined. Do an initial search for anyone who might have already conducted a SLR on the defined topic.

2. Planning: Identify the topic interests and create a list of primary keywords which will be used as search
terms during the Searching step.

3. Searching: Select at least one appropriate search engine from which literature will be acquired. Using
the search terms defined in the Planning step, performseveralfiltered searches using the selectedsearch
engine database(s). Do not perform searches which merely filter through literature titles, authour
keywords or abstracts, but rather explores all fields.

4. Screening: Export details of the found literature for further review. Some important information would
include the record title, abstract, year, citation count and authour name(s). The final selection process
involves reading the title and abstract of each record to identify topic related literature.

5. Analysis: Obtain the actual documentation of the remaining (chosen) literature. Carefully read through
the entirety of each chosen paper and draw relevant information for the study.

5. SCOPING

The topic has been described in Sections 1, 2 and 3. A search through Google, Google Scholar, Scopus and Web
of Science produced no indication of any similar SLR having been conducted. The SLR will review the following
parameters:

The research dates of the literature.

The types of records found to be discussing this topic.

The industries to which these records are focussed.

The full topic list under discussion in the found literature.

The geographic results of where the literature was conducted, tested or observed.

ghRWND =

6. PLANNING

Filters were used to find the most appropriate, topic -related literature. The keywords used in the Searching
step of the SLR can be grouped into three individual searches, as shown in Table 1. Larger clinics employ a

4 Hospitals and clinics.
5 Medication used to treat HIV/AIDS.
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number of similar operations to hospitals. For this reason, all three searches had to include either the keyword
“hospital” or “clinic” and helps to broaden the scope of the search to other relevant literature.

7. SEARCHING

Two search engines, namely Scopus and Web of Science, were selected to each performthe three searches. Both
search engines are use reliable academic databases and provide all record information (author, title, abstract,
citations, year, type, etc.). This information will be required during the Screening step.

Table 1: Search terms and findings, 25 May 2018.

# | Search terms Scopus Web of # Duplicate Final count
Science records
1| ("hospital” OR "clinic") AND "inventory 10 3 2 11
management” AND "decision support system”
2 | ("hospital® OR "clinic") AND "inventory” AND 68 8 7 69

"pharmacy” AND ("policy” OR "lead time" OR
"order quantity” OR "lot size")

3 | ("hospital” OR "clinic") AND "ward" AND 108 6 6 108
"organizational structure”
TOTAL 188

Table 1 identifies the number of records found from each search using the two search engines. Only articles,
technical reports, journals, book chapters and conference proceedings were considered. No restrictions were
set on dates. Records whichwere foundin both search engines (duplicates) were identified, reducing the findings
to 188 records. No duplicate records existedbetween the different searches, indicating that each search defined
a unique concept.

8. SCREENING

The 188 record abstracts were collected from either Scopus or Web of Science before thoroughly being read
through. This step was important to ensure that only relevant literature would be selected for the full review.
It was found that 41 of the 188 records were relevant to the topic and chosen for acquisition. This selection
process is described in Figure 1.

[188 Total records |

Search 1 —_—— 5o
Scopus: 10 H» 2 L —p Relevant Abstract |
Web of Science: 3 _Duphcat.es : 7
rSearch 1 — ! I
Seopus: 68 —» { %_, Relevant Abstract 41 ]
Web of Science: 8 _DUP licates - 23 Chosen
Search 1 — : | %
Scopus: 108 —» @ _,, Relevant Ahstract |
i |
. Web of Science: 6 \‘Duphcates T
I\__._ Irrelevant Abstract
147

Figure 1: Selection of chosen records.
Some topics which were encountered and rejected include:

e Determining practical solutions to paediatric pain control.
Manufacturing policies for drug production.

Negative patient feedback.

Nurse experience surveys.

Organisational requirements for mass burn incidents.
Patient experience surveys.

Patient safety questionnaires.

Training of advanced nurse practitioners.

e Trauma centre characteristics effect on patient outcomes.

Figure 2 shows the acquisition process. There were 19 openly accessible English records, of which one was an
abstract list. Two recordswere only available in a foreign language and twenty rec ords had to be specifically
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requested. Requests were sent both to the Stellenbosch University Library and directly to the authors via
ResearchGate. Eight of these records were made available bringing the number of acquired records to 26.

(&MH Absract List: 1

-"'"!\AOOBSSiblE: 19 { Article: 9
41 Book Chapter:
Foreign 1z :2) :
| Chosen |foreign language: - J | Conference Proceeding: 6
s Requested: 2{}] Review: ﬂz'['
Final

{‘-D'JAweqmbIP J—N Article: 8 l

-PJL Inaccessible: 12 ]

Figure 2: Acquisition of records.

Figure 3 takes a comparative look at the publication dates for the 188 records and chosen 41 records. The
earliest found record dates back to 1972, and the earliest chosen record was 1974. More publications on the
topic arose in 1981, but had settled down by 1990s which only contributed two records towards the chosen list.
The largest activity can be seen fromthe start of the twenty-first century and become densely discussed between
2008 and 2018.

Recency of found and chosen records
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Figure 3: Number of found and chosen records, sorted by date of publication.

Figure 3 helped to understand the time-spread of the chosen records. The chosen literature may be useful to
assist both modern and old-fashioned systems. An additional chart reviewing the dates of the acquired 26 records
is presented in Figure 4. The acquired records appear to remain well distributed across the timeline, with
exception to the gap from 1985 and 2002. Six of the earliest records were still obtainable and will be able to
provide insight into past studies. The majority of acquired records were published during the twenty -first
century.

Recency of chosen records
o e o e e e e e e e e e s e
[ | Acquired records (26)
Onaccessible records (13)
4| |0 Foreign Language (2)

Number of records

2000 —=
2008 ==

1 ! ! [ | ! 1| !

N = O oo O o = o N = O 0 AN O S AN =f © o0

- b~ I b=~ 90 00 o0 0 DD D oo O P e e T e T

L e B B T B A - — o o [~ B~ A | AN AN AN AN
Year

Figure 4: Number of acquired and inaccessible records, sorted by date of publication.

Knowing the source which published the record can be helpful for researchers that may want to find more papers
in that field of study. 73% of the found literature were articles. Articles accounted for 65% of the acquired
literature. Conference proceedings contribute 17% of the found literature and 23% of the acquired literature.
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The final four records consist of three reviews and only a single book source. Only one source came up more
than once, the “American Journal of Hospital Pharmacy”, and provided five of the chosen records and four of
the acquired records.

Five industry types were identified in the abstracts and author -defined keywords: Distribution; Human resources;
Supply chain; Healthcare; Information systems. Records may exist in more than one industry type. Figure 5 (a)
shows the industry distribution the 41 chosen records in the form of a polar pie chart. Similarly, Figure 5 (b)
shows this for the acquired 26 records. The polar pie charts appear very similar, which indicate that the acquired
literature still embodies the same proportion of industries as the chosen literature. The two most prominent

industries are Supply Chain and Healthcare.
12.50%
26.79%

4.81%
(a) Chosen records (b) Acquired records

E Distribution

O Human Resources

[ Supply Chain

O Healthcare
Information Systems

|
H 24.69%

Figure 5: Classification of records by industry type.

Authors often use keywords to help researchers to find their work. A count of the author keywords is listed in
Figure 6 for the chosen 41 records, sorted in descending order of frequency. Similar terms were grouped
together, such as “Medical care” being grouped with “Healthcare”. The number of keywords assigned to records
vary. This is why there appears to be such a small difference between the number of keywords in the acquired
and inaccessible records shown in Figure 6. The bar chart will therefore only provide a rough idea of the
discussions covered in the literature.

Frequency of anthor keywords in chosen records

e S i B Acquired records | |
§ ll-:l O1naccessible records

!

% BF 1
Z 6

2 4

Z 2

Datasets
Delivery
Storage

Analysis

Inventory Policy
Healtheare
Hospital management
Supply chain
System design
Simulation

Cost Savings
Information svstem
Decision support
Patient care
Processes

Hierarchy

Job satistaction
Material planning
Modelling
Personnel allocation
Performance

Organisational structure

Author keyword
Figure 6: Number of author-defined keyword occurrences.

Countries differ with regards to infrastructure, law, religion(s) and population densities. Studies performed in
one region might not be applicable to another region. For example, a wealthy institution in a developed country
may publish research on expensive robotics used for manufacture. This information is not helpful to a poor
institution in an underdeveloped country which can only afford cheap labour.

Figure 7 provides a visual representation of these regions on the world map (shaded black). None of the acquired
records conducted their research within African, much less South Africa. 50% of the acquired records were
conducted in the United States of America (USA). Figure 7 shows three distinctive clusters which can be grouped
by continent. This continental view of the geographic research shows that Europealso contributed aconsiderable
amount of the research: 50% USA; 38% Europe; 12% Asia.
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Figure 7: Geographic locations of acquired records, defined by shaded regions.

9. ANALYSIS

After reading the entirety of each record, the literature was divided into exact. The most evident topic discussed
in the literature were “Inventory Policies” which featured in fourteen of the twenty-six acquired records (54%).
This corresponds with the bar chart developed in Figure 6. Due to the magnitude of the literature, only
“Inventory Policies” will be discussed further for this paper.

9.1 ABC Inventory Control

The first inventory management concept to be discussed fromthe literature is the ABC classification. This control
method allows managers to focus on the minority of products whichare responsible for the majority of inventory
investment. As the name “ABC” suggests, there are three categories which products can be divided into [9].
Figure 8 graphically represents the ABC concept. Category A refers to the smallest number of products (10-15%)
that make up the majority of the inventory costs (70-80%). These are the products which managers should direct
most of their attention to. Category B populates 20-25% of the inventory and constitute 15-20% of the inventory
costs and Category C are the majority of products (60-70%) which comprise the smallest inventory costs (10-15%)

[10], [11].
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Figure 8: ABC classification.
9.2 Economic Order Quantity

The Economic Order Quantity (EOQ) was discussed in six of the fourteen inventory policy records (43%). It refers
to the stock quantity ordered that exists at the point where the inventory carry costs are equivalent to the
ordering costs, yielding the lowest total annual costs for that product [12], [13]. This is shown in Figure 9.
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Figure 9: Economic Order Quantity curve, adapted from [9].

The EOQ is calculated using Equation 1. Additionally, the total annual cost can be calculated using Equation 2
[10], [13], [14]. The equation variables are: annual demand (D); the purchase cost of each unit (P); the annual
inventory carrying cost expressed as a percentage (C); and the order cost per order (A); actual size of order
placed (Q). Q is often the EOQ value rounded up to the nearest specified batch size.

2DA
- |2= 1
E0Q P (1)
DA  QcP
Total cost = PD + 7+ - )

9.3 Types of Inventory Policies

According to Wilson et al. [15] inventory policies can be categorised into two primary control models namely
“continuous review” and “periodic review”. Continuous review refers to a system which undergo unceasing
inventory level checks. This means that the moment an inventory levelis reduced to the reorder point, s, a new
order will be placed. Periodic reviews only perform inventory checks intermittently. This interval (period)
between reviews can be as short as one day or as long as one month (30 days) and is commonly referred to as
the review period, R.

Noel [9] states that the periodic inventory method offers users simplicity and may generate lower costs, but
creates a lack of control and causes unnoticed shortages to occur. Wilson et al. [15] further subdivides these
two review methods into “fixed order quantity” and ”order-up-to” models. The fixed order quantity model
orders pre-determined lot sizes, Q, when the inventory is smaller than or equal to the reorder point. The order-
up-to model changes the lot size of each new order based on a pre -determined maximum par level, S.

| Continuous Review | | Periodic Review (R}
2 : Y : ¥ .
| Fixed Order Quantity Model ] (UT'(]:.’I‘—Il‘p-[:_: Pvlu(lt—ﬂ] ] Fixed Order Quantity Model |[Ul'de.'r'—l1p—[.u Maodel |
| (5.4 | | (3,3) | | [:H.H‘Q]] | (Rs.5) |

Figure 10: Types of Inventory Policies.

Figure 10 is a flow diagram describing this classification of the four possible inventory policies. The literature
described several variations of determining the s, S and Q and the consequent inventory policies thereof. The
follow variables will be used generically for the policies listed in Table 3, Table 3 and Table 4.

a = service level [%]

a. = cycle service level [%]

u = average daily demand [units/day]

o = standard deviation of daily demand

o0;, = standard deviation of last L days

0141 = Standard deviation of last L+ 1 days

Cg; = cost of inventory levels at beginning of year [$]
Cg; = cost of inventory levels at end of year [$]

Cp = cost of inventory purchases during the year [$]
COGS = cost of goods sold [$]

D = annual demand [units/year]

DL = expected demand during lead time [units /L]

DR = expected demand during review period [units/R]
DOH = days on hand [days]

E, = expected number of expired items during lead time [units/L]
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EOQ = economic order quantity (see page 6) [units]

I = inventory level (stock on hand (SOH)) [units]

I, = expected inventory level one lead time away [units]
L = lead time [days]

OL = operational levelling factor

R = review period [days]

s = reorder point [units]

S = par level [units]

SS = safety stock [units]

TO =

inventory turnover ratio

U = number of units below the reorder point (undershoot) [units]
z = z score (normal distribution)

Table 2: Inventory policies [#1-2] found in the acquired literature.

# | Description Type Model

1 | The Par inventory model is a popular order-up-to model which | (R,s,S) s=85-1
operates using periodic reviews [16]. During each period review the Q=S-1
material handler must perform an inventory count of the stock on
hand. Each product has a predetermined par-level, S, which is
determined using historic demand. Once the material handler has
finished counting the stock on hand, orders are placed for the exact
number of items which will bring the inventory levels back up to par.

Orders are made whenever stock levels fall beneath the par value
[17]. This model can thus be mathematically described by [15].

2 | The Kanban Two-Bin model is designed to make items quick and easy | (R,s,Q) DL=yu XL
to access to physicians [17]. This method uses two identical bins to s=DL+ 5SS
hold stock (one lot size, Q) of each product. The containers shelved SS = 23vDL
one behind the other. Physicians take stock out of the front container. Q=s+E0Q—1I
Once the last item has been picked the physician must place the
empty container to one side (allocated for empty bins) and pull the
second container forward [16]. Refilled bins are placed behind the
current frontcontainer [18]. This model allows busy physicians to take
stock without the need to check with the MH every time [15], [19].

Table 3: Inventory policies [#3-7] found in the acquired literature.

# Description Type Model

3 Another periodic review fixed-order-| (R,sQ) DL=pu XL
quantity policy was described by s=DL +SS
vanDerLinde [11]. This tested A-category SS = 2.3vVDL
products, according to the ABC inventory Q=s+E0Q—1I
control (see page 6), at St. Luke's
Memorial Hospital in 1980.

4 Wilson, Hodge and Bivens [15] developed | (s,Q) _ {u + 20, 2.270% prob(demand > I)
a model which provides the decision 5= u+ 30, 0.135% prob(demand > I)
maker with two choices for the reorder S =2s
point. These choices will define the DR =pu XR
probability that the demand will exceed (DR)? 1
the inventory level. Using u +30 will = <Z(DR)>_ (5)
yield the lowest chance of stock-out, but Q=S—s+U
may be more costly than using u + 2a.

5 In order to get a comparative model for | (s,Q) DL=u XL
the (s,Q) model described in Policy 4, s=DL+ (z X o)

Jensen and Bard's [20] mathematical SS=s—DL
framework will be considered. Q =E0Q

6

designed a model to find an optimal
schedule in order to minimise the overall

optimising costs.

Kelle, Woosley and Schneider [21] | (R,s,S) s=pl +1) +@@O) X g,,1)
2

o
—MAX<—— 1; 0>
u

costs to the hospital. To compare this A + By
model fairly with the rest of the (C +Dy)
literature, only the equations concerned 0x(1—-a)

with ordering will be considered to y = <—>
prioritise meeting demand rather than OL+1

ag+ aw+ aw?+ agw

3

p(y) = <

by + byw + byw?+ baw> + bw*

)
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A,B,C,D,a; and b; are constants E
calculated using Schneider’s w= [In (—2)
Approximation formulas [22]. Y

S=s+Q-U
Q=EO0Q

2 2
+ o0
U=<'u )
2X U

7 Wilson, Hodge and Bivens [15] modelled | (R,s,S) COGS =Cg;+ Cp— Cyy

a periodic order-up-to policy for use in a COGS
cancer centre’s ambulatory care clinic. o = (Average Annual Inventory)
The model is intended to operate 365
mechanically in the same manner as the DOH = (ﬁ)
Kanban Two-Bin model (see policy #2). DOH
The DOH equations were found at OL = |\——
Accounting-Explained [23] and Finance s=(u+20)0L
Train [24]. S=2s

U (DR)? 1

B <Z(DR)> (2)
Q=S5S—s+U

Table 4: Inventory policies [#8-11] found in the acquired literature.

# Description Type Model
8 There are two variations of this | (R,s,Q) DL= uxL
inventory policy described by Gebicki s= DL+ (o xz xVL)
et al. [14]. The first policy (this one) Q=s+E0Q—I
makes use of the ABC inventory control S=s4+0Q
to select an appropriate z-value. 196, @ = 97.5% (Category C)
z=<2.33, a=99.0% (Category B)
3.09, a=99.9% (Category A)

9 This policy is the second variation of | (R,s,Q) Same as Policy #8
policy #8 described by Gebicki et al. It St_1— DL

uses an equation to calculate an = (T)

appropriate z-value.

10 | The final policy tested by Gebicki et al. | (R,s,Q) DL= uxL

achieved the lowest average cost and s= DL+ (o xz xVL)

stockout values making it the most I,=I1-DL—(oXxzXx m —F

promising policy discussed in the QL s L

paper. For this model Gebicki et al. S= s+ QL

fixed the z-value for all productsto the — — >

highest service level. z=3.09 (a=99.9%)

11 | An additional inventory model not | (R,s,Q) o, = oVL

found in the SLR, but worth testing is DL= uxL
presented by Chopra and Meindl [25].
In this inventory model a cycle service a. = Prob(DL <s)
level, «., is calculated based on the = F(s,DL,o;)
expected demand during the lead time [Excell =  NORM.DIST(s,DL,a;,1)
and used instead of the predefined
service level, a. This cycle service $S= F Ya,DL,0;,) — DL
level, a., determines the probability [Excell]= NORM.INV(a,, DL, g;)
that the current reorder point, s, will —DL; a.#10
be able to support the expected
demand during lead time, DL. s =SS + DL
Q =E0Q

10. TESTING THE INVENTORY POLICIES

This section will test and evaluate the inventory policies discovered during the SLR. South Africa’s department
of health released a “Master Procurement Catalogue” on the 13th July 2018 [26] which lists 1174 individual
contracts commissioned between 2013 and 2018. Each contractdefines a unique order agreement (product,
package size, etc.) and discusses roughly 1062 medicines and vaccines provided by approximately 78 suppliers.
The promised lead times are shown in Figure 11. There are only 25 items expected to be delivered in less that
7 days. The majority of products are delivered after roughly two weeks (14 days). There are 10 items which take
three weeks for delivery, three items which take four weeks for delivery and two items which take three months
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for delivery. These lead times are much larger than described in the literature, which regularly assumed lead
times of less than a week.

1,000
800 |-
£ 600
(‘j

400 |
200 |

° .N | b I ! I | | -

10 20 30 40 50 60 70 80 90

Lead Time (L)
Figure 11: Lead time frequency for medical products.

10.1 Test parameters

Before proceeding to test the inventory policies found in the SLR, four custom policy models have been created
by integrating different aspects of the equations found in the literature. These four custom inventory policies
are listed as policies 12-15.

Policy 12 - (s,Q) Policy 13 - (s,Q) Policy 14 - (R,s,S) Policy 15 - (R,s,S)
SS=zx0 x VL SS=zx0 x VL E,=1—-p DL = puxL
DL= uxlL DL= uxL DL= uxL SS=zxo0 x VL
s= DL +SS s= DL +SS SS=zxXoXAVL s= DL +SS
Q= EO0Q S=2xs I,=1—-DL—SS—E, S=2xs
Q=S-1 s= DL +SS Q=S-1,
Q=s-1I,
S=s+Q

All fifteen policies were tested with six demand sets containing 1095 days (3 years) data. Figure 12 shows the
first 365 days (1 year) data for these six sets. The fifteen policies were tested using all combinations of lead
times (L) and review periods (R) ranging from 1 to 28 days. This means that each policy was tested 28 x 28 =
784 times in each demand set.

]-20 T | T ] ] I 1 ] I T | T T T |
—Demand 1 ——Demand 2 ——Demand 3 —— Demand 4

00} |— Demand 5 Demand 6 il
Z 80 | &
<= 60L ,\\ J
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n \”h(l ’?x v \)\ Wy uhf'ﬁ ('A"”A f?ﬁ WHE, Vet '”\ L& 1 stb 1' ‘
0 20 40 60 80 100 120 140 160 180 200 220 210 260 280 300 320 340 36
Time [day]

Figure 12: First year demand sets used to test Policies 1-15.

These tests will not consider minimising costs, but rather focus on determining how well the policies can meet
patient demand. For this reason the test results were compared by looking at the percentage of days for which

the policy was unable to meet the full demand (E). For example, a policy that failed to meet the full demand

for 100 days of the three year period scored E = % x 100% = 9.1%. Additionally, the maximum and minimum

inventory levels experienced over the three-years was recorded. Assumptions had to be made for certain models:
e In all cases, the starting inventory level was 350 units.
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e Unmet demand must still be accommodated. Patients unable to get medication at that time are likely
to ask when new stock will be available and return for it.

e The average daily demand, u, was calculated using a moving average of the last 25 days' demand.
The service level, a, was fixed at 99%, unless stated otherwise.

e For the EOQ: The purchase cost per unit was set to P = $100.00, the annual inventory carrying cost was
set to C = 10%, and the order cost per unit was set to A = R20.00.

e Thedays on hand, DOH, equation used in Policy 7 requires company-specific values which cannot merely
be made-up. For this reason the days on hand was changed to twice the longest contributing period,
DOH =2 x MAX(L; R).

10.2 Findings

Firstly, policies using the EOQ appeared to perform fine for smaller lead times (L < 3 days) and review periods
(R = 3 days), but failed completely for any longer periods. The reason for this is that the EOQ equation does
consider the lead time, nor review period. The order quantity will only scale with the current annual demand
value, calculated using the last 365 days. Any recent developments in demand would barely have an effect on
the order quantity. The EOQ value thus remained fairly unchanged throughout all tests. This means policies 2,
5, 6, 11 and 12 (which all use the EOQ) were already experiencing E values exceeding 90% by L<7 and R<14 days,
and as early as L=2 and R=2 days.

Policy 11 experienced a problemwith increasing demand sets. As the demand continued to increase the cycle
service level, a,., would gradually decrease. As a, decreased the safety stock, SS, decreased. Additionally, as
the demand increased, DL increased and SS further decreases. This relationship between the SS and DL values
caused the reorder point, s =SS + DL, to remain constant despite the change in demand. The increasing
difference between the DL and s values gradually reduced a, to zero causing an error in the “NORM.INV”
function. The rest of the code would eventually fail as a result.

Policies 2, 5, 6, 11 and 12 at this point have all failed to perform acceptably. The greatest factor influencing
the results was the review period. Even for the lowest lead time (L = 1 day) E-values were often above 20% for
R > 3 days. The best results were most often achieved from demand sets 2 and 4. This was likely due to the
lower demand values experienced in the sets. Demand set 5 was also showing low demand values, but due to
the consistent change in seasonality the policies battled to manage the demand.

The greatest problem was a lack of recovery. None of the inventory policies incorporated unmet demand into
the next order quantities. This meant that policies were assuming unmet demand is gone forever. At a
dispensary, patients will be likely to ask when new stock will be available and return for it. New stock should
first be used to accommodate the waiting demand and then still be sufficient to satisfy any new demand. Figure
13 identifies two examples of where inventory levels were unable to replenish because the order quantities had
not considered the unmet demand.

The best results were obtained by policies 7, 10, 13 and 15. Each of these policies appeared to performwell
within certain parameters. Policy 7 performed best overall and obtained near-perfect results in demand sets 2
and 4. This was because of the order quantity’s relation to both the review period (with the undershoot value)
and the lead time (with the reorder point that is related to the operational levelling factor). However, for the
remaining demand sets policy 7 only performed very well for R >> L. This may have been a result of changing
the DOH formula. Regardless, Policy 7 shows promise for determining lot sizes with relation to lead time and
review period values.

500

— Policy 1
0 || — Policy 4

—500

—1,000

Inventory Level [units]

! ! 1] 1 1 1] !
60 80 100 120 140 160 180 200 220

—1,500
Time [day]

Figure 13: Inventory levels over the first 220 days for Policies 1 and 4 in demand set 5 with L=28 and
R=28 days.

Policies 10, 13 and 15 achieved their best results where L >> R. The reason for this was how each of these
policies’ order quantities scaled with the lead time. Additionally, shorter review periods produce more frequent
orders being placed, allowing the policies to respond better to unexpected demands.
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11.

CONCLUDING REMARKS

Hospitals and clinics should not be treated as a regular “supply and demand” industry. Patients are reliant on
despensaries to acquire the necessary medication and treatment they cannot get elsewhere. Inve ntory policies
should thus include unmet demand in its reorder decision making process.

The inventory policies found during the systematic literature review came primarily from first world countries
with short lead times and using electronic systems to provide accurate, regular reviews. South Africa, howevwer,
is still in the processof improving the healthcare supply chain and has to be aware of the effects of longer lead
times and review periods. The current inventory policies used in South Africa are causing a large amount of
wastage from discarding expensive products. New policies should be explored to prioratise meeting demand
rather than minimising cost. By reducing stockouts and the degree of overordering, despensaries can save money
from the lowering of wastage.
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ABSTRACT

Section 12L of the South African Income Tax Act (12L) incentivises companies towards improved energy efficiency
(EE). Research shows that two key issues generally prevent eligible EE projects from achieving maximum 12L
benefits: 1) poor dataintegrity which affects application compliance and 2) savings are not sustained throughout
the assessment period. A need therefore exists to make use of intelligent data driven analyses to effectively
identify these issues in order to maximise 12L potential.

This paper presents the development of a performance tracking and reporting system. This system monitors and
analyses project data to identify potential anomalies. Once an anomaly has been detected, it triggers a report
to notify and inform the end-user of the specific issue. This detection increases the opportunities to sustain
targeted savings and improve data integrity.

The functionality of the system is illustrated by using three case studies. These case studies test whether the
system can correctly identify and report anomalies. The value of the systemis further validated by assessing the
potential increase in savings due to timely corrective action. The paper concludes with a discussion of the
benefits, including a potential increase of R 63.9 million in 12L related value.
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1. INTRODUCTION

Section 12L of the Income Tax Act (12L) incentivises energy efficiency by offering tax certificates valued at 95c
per kWh for quantified energy savings [1]. However, this attractive offer is governed by strict Regulations and
Standards [2][3]. Furthermore, the overall application and review process is diligently managed by SANEDI to
ensure that the final claim is a compliant and conservative reflection of the true energy savings [4].

The value offering of 12L has made it an attractive research topic, driving further development and innovation
in several areas including measurement & verification (M&V), data analytics, decision making and support
systems [5 - 10]. One of these studies conducted by Campbell investigated the 12L feasibility of 47 industrial
case studies [7]. An overview of the results is presented in the figure below.
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Figure 1-1: 12L feasibility evaluation results [7]

The research identified two critical challenges: 1) 47% of the case studies showed viable savings potential, but
could not be claimed due to poor data compliance and quality, 2) 45% of the case studies failed to achieve and
sustain target savings for the full year of assessment [7][10][11]. Ultimately only 8% of the assessed case studies
managed to receive a 12L benefit. It is therefore clear that a need exists to understand and address the issues
limiting viable claims.

The topics of data quality and the sustaining of EE savings formed the core discussion and motivation of the
authors’ research and subsequent methodology development. This paper presents a condensed version of the
work performed [10]. The following sections will briefly discuss supporting literature before moving on to an